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Members of the ELSNET Board enjoying a meal together. Pictured (left to right) are Niels Ole Ber nsen, Joseph Mariani, and
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Seven Krauwer

Even though we still have some two y ears to go under
the current Fifth Framenork Programme (FP5) of the
European Commission, preparaions for its successor,
FP6, are already well advanced. | would like to mention
three characteristics of the new programme that seem
to be highly relevant for our community:

» FP6 projects will generdly be fewer in number and
mud larger in size

* language and spech technology will not be part of the
progamme as distinct topics but will gppear as
integrated components of broader themes notably (but
not exclusively) information menagement and interfaces

* even if the teem “Nework of Excellence” is
maintained, it will refer to atotaly different concept.
Ingead of comprising broad communities of key
playersin thefidd, these networkswill berestricted to
smdler consortia of top players in ecific areas in
which Europe has a leading position, carrying out
research programmes amed at strengthening Europe's
position in thee areas

How will this affect ELSNET? It is a bit early to
answer this question precisely. Experience has taught us
that every single framanork programme comes with its
own themdic priorities, working structures and funding
conditions, and it is too early to see the full picture, let
alone the precise position of our community within it.
Yet it is dear that there are things we can do in order to
prepare ourselves for the future, and there is still time
for us to do that, as the present ELSNET funding
contract has been extended to July 2002, and the
successor contract — the last one under FP5 — will start
on August 1 this year, and end on February 1, 2004.

In order to give us a better starting position for FP6, we
have made a number of adgptationsin our organisdion
and in our work programme for the next two years

Firg of dl, we have grengthened the preent ELINET
Executive Board by incdluding three new members from
industry: Jean-Pierre Chanod (XEROX, Grenolle); Tony
Rose (Reuters London); and D enis bhnston (BT Adastral
Park, Ipswich). Hans Uszkoreit (D FK |, Saarbr lidken) has
joined the Board as anew academic member. >
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Secondly, we will focus on afew activities
that seem to be of strategic importance
for the future. Our priorities will be
training and roadmapping.

Training has always been one of our
strengths, and it is unclear to what extent
training activities will be specificdly
supported by the FP6 funding schemes
It does seem \ery dear that the new,
embedded position of language and
speech technology in FP6 calls for a new
goproach to training, with a strong
emphasis on the application and
goplicability of language and speech
technology in specific contexts rather
than seeing them as stand-al one activities.
The choice of thetopicsfor our next two
summer sdools reflects this change: in
2002 the topic “Evaluation and
Assessment of Text and Speech
Systems” isaimed especialy at integrated
language and speech systems in various
goplication contexts [see announcement of
this event on page 12 of thisissue—Ed]; in
2003, “ Language and Speech Technology
for the Web” will target developers of
web gpplications and services

Our roadmap activities are already well
under way: so far we have run workshops
in Katwijk, Toulouse, (ACL/EACL 2001,
Roadmapping for Human Language
Tedhnologies in Knowledge
Management), and Santiago de
Compostela, (MT  Summit 2001,
Roadmapping for Machine Translation).
Reports of these eventswill be pulished
shortly on the ELSNET website Other
roadmap wor kshops are being or ganised:
for example in March 2002 there will be
another one on MT (in conjunction with
TMI 2002 in Keihanna, Jgpan); and in
Jine 2002 we are running a Language
Resources Roadmap workshop in
conjunction with LREC 2002 in Las
Palmas (Canary Islands) [ seeannouncements
of these two events on page 12 of this issue —
Ed]. Over the course of 2002 we will set up an
integrated, inter active website which will both serve to
publish our results (in documents and g aphical
representaions) and to elicit feedback from the
community. T he technolagical roadmaps which will be
gradually integrated and etended, are expected to
provide not only a common vision of the main
challenges ahead and ways of meeting these challenges,
but also a useful instrument in identifying European
resear ch priorities and strengths when creaing potential
FP6 project consortia and netw orks of excellence.

Other ELSNET activities will be our
continued involvement in resources and
evauation (also in connection with our
training and roadmapping actions as
above), with special emphasis on
internagiond  collaboration, and
information dissemination within the
community via our website emall lists,
and ELSNews

Let me finish with an invitation to dl
the members of our community to
participate actively in our activities.
Much of what we do is crucialy
dependent on your cooperation: we
can't run a summer school without
teachers, organisers, or students; we
cant create a broadly-supported
roadmap if you don't send us your
contributions or your feedbadk; and
we carit make information accessible
to othersif you don't communicate it
to usin thefirst place

EL SNewswelcomes the new members of the
ELSNET Board.

Pictured left, fromtop to bottom:

Jean-Pierre Chanod (Executive Board)
Tony Rose (Executive Board)

Denis Johnston (Executi ve Board)
Hans Uszkoreit (Academic Board)

FOR INFORMATION

Steven Krauwer is Coordinator of
ELSNET, a Utrecht University

Email: steven.krauwer@let.uu.nl

ELSNET web site:
http://www.elsnet.org

For advanced notice of the two
roadmapping events mentioned and
the ELSNET Summer School, see
page 12 of thisissue
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CORETEX

Marcello Federico, ITC-IRST, Trento, Italy, and
Michael Pitz, RWTH, Aachen, Ger many

CORETEX isthe name of a European project funded
within the IST programme running under the Fifth
Framework. The project aims at improving core speech
recognition technol ogies, which are central to the most
important applications involving voice technology, such
as multimedia information access and automaic
services run over the telgohone network.

The project consortium consists of four world-class
speech recognition laboratories namely: RWTH (Aachen,
Germany); UCAM-DENG (Cambridge UK); ITC-IRST
(Trento, Italy); and CNRS-LIMS (Paris). CORETEX
officidly garted in April 2000 aad will run until March
2003. The project has do set Yo a ser group which
ind udes representativesof European companies oper ding
in  the fields of information technology,
telecommuni cation, broadcasting, and multimedaarchives.

Objectives

The lag decade has sen impressve advances in the
cgpability and peformance of speech recognition
technology. Today, state-of-the-art sysems around the
world can feature speaker-independent, continuous gpeech
recognition, capeble of transcribing the audio of broadcast
newswith error rates below 20%. These advances can be
explained by the inaessed accuracy and complexity of the
statisticd models employed, which are related to the
avallability of large speech and text corpora, and by the
devdlopment of better training and decodng dgorithms
which can todayrely on muchfaster and cheaper compute's

Despite the extent of technicd progess and the
availability of commercial speech recognisers, many
remaining problems still need to be addressed before
the speech recognition problem can be considered
“solved”. For instance, speech recognisers are failly
sensitive to the acoustic and linguistic properties of the
data, and in particular to mismatches between the
training and the real usage conditions Moreover,
porting to a new language or task still requires
substantial investment of time and money, and requires
the knowledge of speech recognition experts.

CORETEX is addressing three relevant and still open
problems relaed to speech recognition technology:

» Geneicness andadaptability —the cgpability of speech
recognisers to work properly on awide range of tasks
and to dynamically adapt using contemporary deta

The European
Proj ect
CORETEX

« Portability — the ability to port the technology to
different languages and tasks at reasonable cost

e Enriched transcription — the provision of additional
information to a simple textud transcription, which
can be used as metardata for indexing and retrieval
pur poses

Midway Results

Most of the research carried out during the first half of
the project has been devoted to evaluating and
improving the genericity, adaptability, and portability of
speech recognisers

Generaly, for mog of today's gpeech recognition
systems, the amount of acoustic training material is
crucid to its performance  Unfortunately, the
generation of acoustic training material usualy requires
alot of manual work and thus generates a gred deal of
the cost of developing a speech recagnition system for
new tasks or languages The participating labs have
investigated this problem from different perspectives
and using different application domains and languages.

Onepossible way to reduce the work load isto manualy
transcribe only afew hoursof the new acougic maerial,
to build a recogniser with these data, and to use this
recogniser on lager quantities of un-transcribed training
data. Depending on the level of supervision, recognition
errors may occur in the automaticaly derived
transcriptions  In the case of very low supervision,
confidence measures hdp to improvethe performance of
the sysem traned on these automatically derived
transcriptions  In the CORETEX project we hae
successfully developed methods that dlow usto use only
asmall amount (one hour or | ess) of manually transcribed
training data, which can be used to automaticaly derive
transcriptions for un-annotated audio data.

The genericity of wide-domain acoustic models has
been demonstrated by crosstask recognition
experiments. Experiments have been carried out in
American English to compare task-specific and cross-
task modelsfor the recognition of varioustypesof data,
induding broadcast news transcription, a smal
vocabulary recognition task (TI-digits), dictation task
(WSJ), and interactive dialogue task (ATIS). Further
experiments have been performed on porting the Italian
broadcast news system to different conversational
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speech domains. In particular, the effects of adapting
the acoustic and language model s have been investiggted
— starting from either a small amount of manualy
annotaed training data (up to two hours), or from a
larger amount of recordings (eight hours), for which no
manua transcriptions were available.  Methods to
improve genericity are under investigation, and these
include multi-style training and unsupervised acoustic
and language model adaptation.

Mary important speech recognition tasks — in paticular,
spoken document retrieva — fegture an open, constantly
changng vocabulary. In a broadcest news task, for
example, many unrecagnised names o pegple and places
occur. To address this problem, techniques have been
developed which facilitate the automati c updating of the
lexiconand thelanguage modd of thetranscription system
by exploitingnewswir e texts available on the | nter net.

Recognition of (new) words requires acoustic base
forms for them to be known. Commonly, words are
transcribed manually; w hich constitutes a major burden
on inter-doman portability. When orthographic
transcriptions are availale, grapheme-to-phoneme rules
may then be applied. However, new words often exhibit
irregular or foreign pronunciation. In the last year we
have begun to devdop methods for automatic
transcription using morphological decomposition and
statistical grgpheme-to-phoneme conversion.

Future Work

Future work will continue the inwestigation on
genericity, portability, and adgptability, along with three
new topics. the extraction of informaion from audio
streams; its representation in terms of metadda; and the
establishment of an evaluaion framework to perform
Cross-site comparison.

In genera, the output of a speech recogniser is the best
word string, an N-best list, or aword grgph. However,
other types of information can be extracted from the
audio daa and used to provide meta-data which can be
used for further processing. The CORETEX project
will investiggte techniques f or producing arich symbolic
transcription of the audio input, aimed at providing
extra information for higher level processing This
meta-data will provide information about the acoustic
source and recording environment (eg., telephone or
wide band, quiet or noisy), the type of signal
(speech/music/background), speaker characteristics
(gender, identity, didect), and linguistic content. The
linguistic content information will include cased text
output, some forms of punctuation, speaker turns and
named entities or other semantically meaningful units.

Work has aready started on the automatic detection of
names of people, organisdions, and locations occurring
in Italian and English broadcast news audio archives. In

particular, we are focusing on techniques which allow us
to bootstrap the recognition of named entities from
little-supervised data and to reliably detect novel
occurrences of entities from contemporary news texts
Relaed research topics that will be investigated in the
future are story segmentdion and topic spotting. Other
eff ortswill be directed a extracting speaker information
from lar ge audio ar chives for the purposes of indexing,
retrieva, and data mining

Evaluation, of coursg plays a crucid role in assessing
progress. The partnersin CORETEX are well aware of
the importance of careful experimentaion and well-
defined evauation. They regulady participate in
organised evaluation benchmarks (DARPA, CLEF, Sqale,
and Aupelf), which will be an essentid aid in defining the
evaluation methodology and experimentd set-up adopted
by the project. For each research topic, objective
evaluation criteria and messures need to be defined, test
auites must be collected, and, if required, software tools
will be developed. T he diff erences between the four
speech recognition platforms made avalable by the
consortium isto be exploited in order to provideinsghts
into the peformance of the core technology. In
particular, evaluation will investigate the relevance of
different acoustic, lexical, and language modd settingsin
the devdopment of a new sygem, which may be
deve oped from scratch or ug ng existing components

Evaluation metrics for enhanced transcription methods
are also to be defined, in reldion to indexing and
inf ormation retrieval/extraction applications. Toolsand
benchmarks are to be developed to cover the languages
of interest, and these will be in accordance with
international de facto standards and in coordination with
other international activities.

Findly, two showcases are to be developed during the
comingyear. Thefirg of theseisagecid browser which
will facilitate the examination of automatic transcripts of
broadcas news with respect to both word error rate (by
digning manud and atomatic transcripts a the word
levd) and metadeta (by providng audio, speaker, and
contentinformation). T he ssecond showcasewill apply the
technology devel oped in CORETEX to the transcription
of gontaneous gpeech conversations such as medings
interviews lectures, talk shows and so on.

FOR INFORMATION

Marcello Federico is a Senior Researcher & IT C-
IRST, the Istituto Trentino di Cultura.

Email: federico@itcit

Michael Pitzis a Researcher at RWTH Aachen, the
Aachen University of Technology:.

Email: pitz@informatik.rwth-aachen.de
CORETEX web site:  http://coretex.itc.it
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The Ferret — Ferreting out passages of similar text

in large document collections
Caroline Lyon, Uniersity of Hertfordshire, UK

Caroline Lyon

It is surprisingly essy to fingerprint documents o that
each hasadgnature unlike any other. Passayes of similar
text in two documents can be found when fingerprints
are compared and found to resemble each other.

Independently-written texts have diff erent fingerprints,
even when the same author is writing on the same
subject on different occasions This fact has been
utilised in the development of a Plagiarism Detection
sydem (commonly known as the Ferret) to find
passages of similar text in students' essays With
hundreds of students each producing essays of severa
thousand words it has become impossible to detect
most instances of copying or collusion without using an
automated system.

Using the Ferret asingle similar paragrgph can be found
in any two essays (it does not have to be an exact copy).
There are two steps to using the system: first, every
document is compared with every other, and any tha
are suspiciously similar are flagged; then the user can
select any pair of documents and display them side by
side, with similar passages highlighted.

The sygem isin use a the Universty of Hertfordshire,
where it has been devdoped by Caroline Lyon, James
Malcolm, and Bob Dickerson, in the Depatment o
Computer Scienee. It dso works on other European
languages and has just gone on tria at Maastricht
University. Theinitia verdict is that “ The program did
exactly what we expected and hoped for. .... it was‘a
piece of (English) cake'. Very good.”

Principles of fingerprinting text

The fingerprint of a piece of text is based on a large
numbe of small, easily extracted features: word

triggams or overlapping three-word sequences. Each
text is converted into the set of trigrams of which it is
composed. When we consider separate texts on the
same subject there will be certain common words
bigrams and trigrams (see Figure 1). However the

Classrooms have become inoculation centres as
hedth workers try to stop the goread of the
disease. Morethan 1700 pupilsand daff were
injected today to combat what's been described as
apublic heath emergency.

(35 words 33 trigrams)

This mor ning children were queuingfor i njections
not lesons a the sctool a the centre of the
outbresk. Hedth teams have begun immunising
1700 pupils and steff inan attempt to bring this
public health emergency under control.

(38 words 36 trigrams, 3 matches)

Figure 1 Exanrple of two incgeenckrt reports of the sme
rewsitam. Matchirg trigransarein bdd Nde thet ms o
the trigramsdb nat maich.

phenomenon we exploit is the fact tha common
trigrams constitute a very small proportion of al the
trigrams derived from independent texts If the number
of maching trigrams is above a certain threshold, then
copying or collusion is suspected.

The first step in running the system can be done very
quickly: using a standard desk-top PC, the processing of
120 reportstotalling half amillion words tak es |ess than
20 seconds The second step, when suspicious texts are
displayed and compar ed, takes as long as the user wants

(continued on page 7)

FOR INFORMATION

Caroline Lyon is a Senior Lecturer in the
Computer Science Department a the University
of Hertfordshire

Email: CM.Lyon@hertsac.uk
Web:  http://homepages.fei sherts.acuk/~comreml
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Interview

Lear ning the Lazy Way

ELSNewsinter views Walter Daelemans

Walter Daelemans, director of the Centre for Dutch Speech and
Language (CNTS) at the University of Antwerp isoneof the
best-known exponents of  the memory-based |ear ning approach to
language and speech processing. Daelemans and his team were
responsible for the TiMBL suite of memory-based learning
algorithms and metrics, which is distributed free for research use.
Until 1999 Daeleman was at Tilburg University (Netherlands);
heis now at Antwer p wher e he heads a 15-strong research team
with his colleague Seven Gillis, a child-language expert, though he
gtill spends one day a week at Tilbur g wher e his former student
Antal van den Bosch is taking the research forward.

EL SNewsinterviewed Daelemans about his work.

ELSNews. Wha led you to explore the memory-based
gpproach?

Daelemans: Inthe mid-1980s| wasw orking on speech
synthesis;, my background was in Al and knowledge-
based systems At the time linguists mostly assumed
that first-language acquisition involved inferring general
rules from linguistic data (the rules had exceptions, of
course). The Pardld Distributed Processing or
“connectionist” crowd were starting to argue for a
sharply different model, involving activetion spreading
through networks of neuron-like elements.

Thinking about text-to-speech conversion, | found
both approaches unsatisfying. Rule-based modds
turned out to need so many exceptions, exceptions
to exceptions, and so on, that they lacked dl
coherence. The connectionist experiments were
more congenial, but they postulated mechanisms,
for instance back-propagaion, that were
psychologically implausible and computéetionally
slow. | wanted to find a way of moddling the
mat erial which was simple enough to be cognitively
plausible, and simple enough to be practical.

ELSNews: How would you describe the essence of
memory-based learning?

Daelemans: The coreideais that we do not use data
of experiencein order to infer generd rules. What we
store for the long term are the individual data items
themselves. Thegpproachisdso cdled lazy learning:
ingead of immediately extracting abstract principles
from our inputs we just gore the inputs until we need
to use them for procesing a new case Then we
handle thenew case by analogy with the past examples
in teems of a “k nearest neighbours’ pattern-
recognition adgorithm.

We extended the same approach to a symbolic domain.

Walter Daelemans

In any realistic research scenario involving speech, rule-
based approaches are problematic not just because rules
have exceptions, but because genuine daa are
contaminded by “noise’. Rather than trying to purge
noise from one's model, it is best to retain everything,
noise included. We have shown aggin and again tha, in
language processing, “forgetting exceptions’ damages
system performance

Nowadays of course, we are not the only group
working along similar lines Royal Skousen in the USA
was a pioneer in anal ysing language behaviour in terms
of analogies raher than rules Nagao’'s example-based
machine trandation tedhnique has a clear afinity to
memory-based learning. Closer to home work by
Remko Scha and Rens Bod on Déaa-Oriented Parsing
shows a strong family resemblance to wha we are
doing, and Harald Baayen at Nijmegen has been using
our TIMBL software.

ELSNewns: When you describe memory-based learning
as apractical model, does that mean that it hasindustrial
gpplications?

Daelemans:  Yes it does. Our collaborator Jkub
Zavrel is using this work as the basis for his spin-off
company Textkernel, which deds in information
extraction systems applied to materia such as job-
vacancy adverts or CVs Jakub began in 2000, and his
compary is still with us (which is more than can be said
for alot of IT-based startups as we approach 2002!)
We have been selling licences for the commercial use of
language-endgneering components such as taggers
induding sense-taggers, and morphological ana ysers
and for memory-based learning gpplications in other
areas

By “practical” | was not referring only to industrial
exploitdion, though. Our approach is also giving good
results in well-defined, quantitative language processing




tasks even though industrial exploitation may be some
way off yet For instance, our word-sense
disambiguation system achieved good scores in the two
SENSEVAL disambiguation competitions held to date,
and — what is realy more significant than the high
placing we achieved — those good results
required relaively little gecial-purpose
adaptation of the general learning
software.

ELSNewns: You say tha your model of
language behaviour is psychologicaly
plausitle, too. Canyou illustrate that?

Daelemans:. Take the case of assigning
word stress in Dutch. We tried to model
speakers behaviour with a rule-based
system, and it didnt work. A memory-
based learning system worked well in
generd, and in paticular it succeeded in
modelling a rather surprising aspect of
behaviour. Dutch speskers sometimes
regularise stress paterns that are irregular,
but dso, they sometimes “irregularise”
regular patterns. That second thing is very
hard to explain in a rule-based framework.

ELSNevs. What next?

have the predictions. If they then turn out to match,
this should be a specially persuasie vindication of our
goproach.

ELSNews: It should indeed!

Some members of the CNTS gr oup

Back row: Guy De Rauw, Gert Durieux, \eronique Hoste, Masja Kempen,

Daelemans. We hae mary plans. one Walter Daelemans
exciting prospect relaes to prediction in Frontrow: AnneKool, Hanne Kloots, Helena Taelman, Seven Gillis

place of retrodiction. Our models have

been succesful a matching observed esker
behaviour, but to date this has been behaviour which we
already knew about before we built the models In
collaboration with the psycholinguist Dominiek Sandra's
group, we are beginning to develop models that will
yield predictions about behaviour that we haven't yet
studied. We shall observe the behaviour only after we

FOR INFORMATION

Email: walter.daglemans@uia.ua.ac.be
Web: cnts.uia.ac.be/~walter/

CNTS home page: cnts.uiaache
TiMBL demos: ilk.kubnl
Textkernel: www.textkemel.nl

(continued fr om page 5)

Spin-off from speech recognition applications

The Ferret is a spin-off from work at the University of
Hertfordshire on the development of real-time subtitles
for live TV programmes — now in use for sports
programmes on BBC2. A professional speaker dictates
the subtitles into a speech recognition system, which
turns out the subtittes To achieve the very high
recognition raes tha ae necessary, customised
language models have to be developed for each sport,
and these language models are based on word trigrams

A fundamentd isaue in the devdopment of language
modelsisthe arse-data problem: the well documented
fat that a few trigrams are comman, but most are rare.
Far example, a corpus of 39 million words from the Wall

Street Journal was examined. In thislimited domain, with
artides written in a prescribed style, the percentage of
trigramsin a newartidetha had not gppeared in thebase
corpuswas, on average 77%.

Now this sparse daa problem can be stood on its head
and utilised to fingerprint text — which is precisely what
we have done to produce the Ferret.

Continuing work
We are extending the use of the Ferret to incorporéae

analyses of web pages, and we plan to move beyond the
Higher Educaion arena.
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Web Site Launch

Jewels Website L aunched

Gerrit Bloothooft, Utr echt

The Jint European Website for Education in Language
and Speech isnow accessibleat wwwhltcentra.org/jewels
Although work is gill continuing on the site it is worth
paying avisit. There aeseven man sctiors:

General

Hereavisitor can learn about language and speech. The
current presentaion is geared a people aready working
in the field, and gives an overview of areasin language
and speech, their elements of study, suggested reading,
web links, and related products. Work is under way on
presentaions amed a the interested public and
prospective students

News

This section presntsthelates news an agenda of events
such @ summer schools and an archiveof pagt events

Information

If you want to know about Eur opean programmes f or
Higher Education, thisisthe spot. Thereisalso advice
on student exchange and mentoring schemes

Recommendations

Following on from the Socraes Thematic Network
projects the site gives the recommendations that have
been made for educdion in the areas of phonetics
spoken language engineering, computational linguistics
and ech and language therapy. The
recommendations are presented for several audiences
from ingtitutions to EU bodies

Institutions & Courses

This section is still being developed, but the aim is to
give a comprehensive presentaion of al institutionsin
Europe tha provide education in language and speech.

Ideally — and for this we will need readers help — there
will aso be links to all courses tha are running across
Europe. There is a search function which facilitates
searches for words & one level deg in institutional web

pages.

Tools & Materials

What tools and mderias are available to support a
particular need? JEWELS has started to create a
database with descriptions of, and links to, resources
that should help you to find the support you need.
Comments from experienced users will be available to
help you to make the best choices.

Search

Search through the whole EWELS site and its
databases, but also at the level of linked web pages (one
level degp).

An editoria team is responsibe for updaing JEWELS,
but will need your help to enhance the contents and to
keep the information up-to-date and of high quality.

EWELS is the result of the Socraes Thematic
Network projects “Speech Communication Sciences”
and “Advanced Computing in the Humanities’, and is
currently supported by ELSNET. The website has been
built by VDI-VDE in Befin.

FOR INFORMATION
For mor e information about JEWEL Scontact
Gerrit Bloothooft

Email: gerrit.bloothooft@Iet.uu.nl
JEWEL S web site: www.hltcentra.org/jewels

(continued from page 9)

into agorified typewriter? And the ultimate indignity is
that “the marketing genius’ that gave us this “nev and
improved” typewriter has become the richest man in the
world! Recall, & the time, no one ever got fired for
buying Big Blue, and ballistics was akiller application.

Typewriters are pretty neat things My four-year-old son
has known computers al his life, but he just recently
inherited a typewriter from his g-andmother. To him,
the given/new relationship is reversed: computers are
old ha, but his “new” typewriter is a technological
marvel. You can actually see how it works! Now that's
a user interf ace worth telling mummy about.

By comparison with word processing, search has even
more potential. It is becoming increasingly dif ficult to
separae one part of the web (eg, desktop publishing)
from another (e.g, search). Thereal serviceto society is
oetting people to communicae with one another,
whether that be by improving the technology for
reading or the technology for writing (or for talking or
for listening). In short, | think we can al feel good
about having made a real contribution to the arms race
that maters. Microsoft and other major companies
have been investing heavily in our field for along time
because they know there's a killing to be made in
communications
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TheseareHard Times

Kenneth Church, AT& T Labs Research, USA

Inthisise we are celighted to
welome ar rew cdumng,
Dr. Ken Church, who will k2
giving us his thowhtsover the
next favmonths

We extend our thanks to our
out-going “ Opinionigt”, John
Nerbonne,  fran  the
Rijksuniersiteit Groningen
in the Netherlands, who has
contributed regularly to this
column over the past year.
Many thanks, Jhn!

New York City, and theworld with it, isin mourning The
events of September 11th brought out many emotions:
shock, horror, grief. | have been pleasantly surprisedby dl
the postive energy: everyone wants to hep out in
whatever smdl way they can; friends and colleagues
around the world have been cdling and emailing just to
make sure everyoneisOK . It isdl verytouching

People dorit know what they can do to help out. | have
been helping to restore telephoneservices. 1t may not be
much, but it's something The mayor has been urgng us
toshop. That ssems like an odd suggestion. No onefedls
like shopping. But themayor hasapoint. Theseare hard
times: unemployment is up; every day we hear about
another dot-com &bout to dot-crash; and even big
companies are feding the pain; rumours of layoffs are
everywhere. Perhgps dl of this would have happened
without September 11th but | cant remember atime
when jobswere 0 hard to find in our fid.

It isessy to get depressed. 1t would beso essytoindulge in
sdf-criticism. [t woud dmod makemefed beter to write
an essy dorg the lines of the 1966 ALPAC report
(http://www.nap.edu/books/ ARC000005/html/), but |
won't. That report was such a downer that fundng for
machine trandation in the USA weas severely cut back for
decades. It isnit that | object 0 mudh to the ALPAC report
itsdlf —the report makesalot of excdlent pointsin away
that gill resonatewith the powersthat be in my company
(the chair of the ALPAC committee wes an influential
AT&T Bdl Laboratories executive) — but rather, this isrit
the time for singing the Hues | fed we should dl be out
therewith themayor trying to fed good aggin.

T he fact is tha basic resear ch in speech and language is
making a big diff erence in everyone's daily life:

* Nearly everyone uses sear ch engines on the web

* Many people use speech recognition over the phone

* Lotsof peoplenow usemadine trandation on the web

* Everyoneuses spdling correction on the PC, and many
use grammar checkers (for better or for worse).

Thisis ahuge changefromjug afew yearsago, when every-
onewasinvesting like crazy (quiteliterdly) in what we do.

The basic assumption behind the o-cdled (end perhaps
oon to be forgotten) “new” economy isthat demand is
everything. If you get alot of peopleto useyour products
or vist you webste (even if you hare to pay them to do
) then eventualy you'll get rich. The problem with this
logcisthat you don't want to end wp like Crazy Eddie a
retaler in the New York area who advertised that his
prices were insane — and apparently they were,

Whilst in retrospect it might seem absurd to sell at
belov cost (with negéaive mamins), the idea is not
completely without merit. The newspaper industry has
long recognised that circulation is key to what they do.
So too, should we proudly acknowledge that our having
a positive (for the most part) impact on the everyday
lives of hillions of people around the world has got to
be good for something, at least in the long run.

At any rate, back when the ALPAC report was published
(1966), the experts in the field could dready see afew
financially rewarding applicdions of what we do
(Appendx 17). | will refer to thesegpplicaions as word
processing, desktop publishing, and information retrievd,
though of course, it wasrit until some timelater tha this
terminology becane buzzword compliant. Of course
those ALPAC predictions came true (and more ).
Contrary to the g¢andard critique of the ALFA C report
(see  http://ourworld.compuserve.com/homepages/
WJHutdhing/Alpac.htm), its bigges mistake was not
much its position on machinetrandation (which had abig
impact within the fied, but reldively littl e elsewhere), but
that it sandbagged the very applications that it was
hawking. (How's tha for a feel-good rationa
reconstruction of history!)

In retrogpect, it ssems obvious that Vannevar Bush got it
right with AsWe May Thirk (1945 (http//wwww.isgsfu.cal
~duchier/misc/vbush/vbush.shtml), but at the time of
the ALPAC report, who would have thought the
almighty mainframe (and the priesthood) would evolve

(continued on page 8)

FOR INFORMATION

Ken Chur ch is Head of the Department of Data
Mining at AT& T Labs Research in New &rsey

Email: kwc@resear ch.&t.com
Web: http://www.resear ch.&tt.com/~kwc

Opinion Column

Winter
2001-2
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A Breadth of NL P Applications

Elizabeth D. Liddy, Center for Natural Language Processing, New York

Introduction

The Center for Natura Language Processng (CNLP)
was founded in September 199 in the Shool of
Information Studies the* Origind Information Shool”,
a Syracuse U niversity. CNLP' s mission isto advancethe
development of human-like, lanyuage-unckrstand ny software
capabilities for government, commercia, and consumer
gpplications  The Center conducts both basic and
gpplied research, buildingon its recognised capabilitiesin
Naturd Language Processing Its seventeen employees
are amix of doctord students in information science or
computer engineering, software engneers linguistic
andysts, and research engineers.

Opportunities

We are finding today to be a particularly opportune time
for NLP, due to the confluence of anumber of factors:

» Sufficient R & D in the field of NLP has been
accomplished in past years to provide solid baseline
NLP capabilities

» Computational resources have caught up to the level
of requirements of complex NLP systems

» Thebulk of textual informaion that forms the basis
on which all organisations conduct their businessis
now in electronic f ormat.

These factors are key to both research centres and
commercid vendors and they contribute to the open,
welcoming reception tha NLP gpplications are now
receiving from both funders and customers NLP is
proving itsdf as a powerful enabling technology for a
range of gpplications supported by CNLP's technology;
including:

e Document Retrieval

* Question-Answering
 |nformation Extraction

* Text Mining

» Automdic Metadata Generation
 Cross-Language Retrieval

* Document Summarisation.

Be-Beg, INnc.

To meet themany opportunitiesbeforeus CN LP recently
licensed in the ImetaMar ker technology of Be-Beg, Inc.,
tha will enable us to provide a wide range of
implementaions by building on this olid commercid
NLP technolagy. With the incressing request for
sophigticated language-handling gpplications from both
government and commercid funders we needed to focus
on jug those apectsof the technology that aereseach-
related. The licendng in of Be-Beg's ‘!metaMaker’
advanced commer cid capabiilities has peeded up our time
to ddivery by bootstrgpping our languege processing

modules with accurate inter pretations of input text and
providing scaable and relisble language processing

Whilether e are other commercia technologies available,
CNLP chose Be-Bee's ‘ImetaMarker’ because of the
quality and depth of itslanguage processing —they are a
real NLP shop Thisiswhat they do, and they doit well.
Alsg compared to the other technologies we looked 4,
Be-Bee's technology is much more flexible and enables
us to speciaise the output in ways that matter to us for
various applications three of which we will describe.

Automatic Metadata Generation

Together with Be-Bee Inc., we are working on an
automaic metadata generation project under funding
from the Nationa Science Foundatioris Sience, Maths,
and Eng neering Digtd L ibrary Programme. The god of
ou project is to run our combined naturd language
processing on | earning resour ces (leson plans classroom
activities, etc.) in order to assign vaues to the twenty-
three metadata attributes that have been accepted as the
metadatastandard for educaion. These metadata values
are then matched in response to users queries or
browsed by usersto familiarise themsdves with a digitd
library's resources T hegod hereisto breskthe metadeta
generation bottleneck which human assignment of
metadata has caused. We will accomplish this by
improving the speed with which educationd resources
can be made available; incressing the number of
educdiond resources which are available dectronicaly;
and providing users with improved access to a digitd
library via richer and more complete metadata values

In a second NSF Digitd Library Project, we will be
extending the metadata information weextract to include
the educationd standard that the resour ce can be used to
accomplish. By working with amadter list of educational
content standards which the gae gandards map to, this
new metadata dtribute will enable teechers and
administretors in any date to sdect those teaching
materids which will assig their students in megting the
required standards of their gate.

Automatic metadata generation is an area of numerous
opportunities because metadata standards are being
devdoped and agread in many domains, including
business geography, education, and biology, and for use
by vaious technologies, induding stdistical-table
browsers digital libraries and peer-to-peer technol ogies.
If there is text associated with an object, NLP can
provide the means of interpreting the text in order to
understand whether the information for each metadata
element is present in the object and then extract from
the object the values to fill the appropriate standard's
metadata record. This uniform description will then
make the object findable and accessible by users.




Question-Answering

Question-Ansnering (QA) is currently avery hot topic, and
has a breadth of goped because it is an gpplicdion with
many flavours basal on the context in which the QA
system is  used.
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technology for dass interattions and for group project
work. At ay time, astudent can posea quegtion, phrasing
it asnaurdly asif theyw ere askingthe professor or another
student. In turn, the QA sygem interpretsthe query at dl
thelevels o language & which humans extract meaning

For example, for the query “What is the best material
for the wings of reusable spacecraft?’ the Language-
to-Logic module of our eQuery system would produce
the following representetion:

materid* AND wing* AND reusable_spacecraft
OR reusable_launch_vehide OR RLV

in which the correct logica relations are understood,
conceptua phrases are recagnised, and singlewords are
stemmed to match morphologica variants, as well as
being expanded to indude their synonymous phrasings
T he query representaion is searched against the NLP-
indexed technical papers dass lectures, questions and
answers accumulated over time (Previously Asked
Questions / PAQs), and transcripts of problem-solving
interactions of prior classes. eQuery then presents the
student with one or more ansver-providing passages,
which the system has ranked according to ther
likelihood of containing the answer to their question.

Infor mation Extraction

Government and competitive inteligence is another
applicdgion area where we have utilised the rich
interpretation provided by our NLP for Information
Extrection (1E). We have found that both sts of
customer s need to extract a broad range of entities from
text. Our IE indudesthe more typica person, place, and
location dots but dso the more ecidised extractions
(e.g, perpetretor, drug, weapon, backer) — the
specialisation depending on the domain of interest, for a
totd of 165 entities Our technology aso recognises and
extracts the relations between or amongg entities, and
most recently we have been focusng on usng a frame-
based representaion to recognise and extract themultiple

agoects of events The accompanying figure provides an
example of the types of extraction our eQuery
D ocument Processor performs I n our current Evidence
Extraction and Link Discovery Project for DARPA, we

RCET = anti-revolution movement

are focusng on scenario extraction, which requires
learning the st of events which predicted an incident of
interest in the past, and then recognisng when this
enaio gppearsto beplaingitsdf ou again.

A project tha werecentl y completed for Unilever, alarge
internationd conglomerate, focused on adgpting our 1 E
technology for their use in competitive inteligence by
enebling them to tradk thelr competitors' activities from
web and subscription datébase sources. The IE
cgpability processes large-volume daly news-feeds,
recognising, interpreting, and extracting entities,
relations and events of interes and feeding theminto a
visudiser to make it posdble for ther strategic-
intelligence staff to recognise paterns that may not be
gpparent when individua documents are processed.

Future Work

While the existing set of gpplications for NLP is broad,
varied, and interesting our belief istha therewill be an
even lager number of viable applications in the near
future. As speech-understanding technology improves
and voice-input applications multiply; the need for full
NLP capabilities will growth exponentialy. When we
think of it, a very high proportion of wha humans
accomplish is either accomplished through language or
is reported in language — and therein lies the future of
NLP applications

FOR INFORMATION

Professor Liddy is Director of CNLP, School of .
Information Studies at Syracuse University in New WI nter

York 2001-2

Email: liddy@mailbox.syr.edu
Web: http//www.cnlp.org

Be-Bee, Inc. web site: www.be-bee.com d mq
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Announcements

ELSNET Roadmapping Workshops Coming Soon

Towards a Roadmap for Multimodal Language
Resources and Evaluation

An ELSNET workshop at LREC 2002, Las Pamas
Canary Idlands, Spain, on June 2, 2002

The workshop aims to bring together key plasersin the
field of resources and evauation to work towerds
creging a Roadmap for Lanhguage Resources — a
broadly-supported view on the longer, medium, and
shorter term needs and priorities. This lies within the
context of ELSNET’s other roadmaping activities,
which aim a developing a technological roadmap for
the whole field of Human Language.

The workshop should produce a draft roadmap report
to be published on the web in order to elicit feedback
and to serve as an example for the creaion of other
roadmaps. Sessions may include irvited talks, a small
number of refereed presentaions panel sessions and
small working groups addressing specific questions

We are inviting position papers aimed & identifying or
interconnecting key issues and resources, major
challenges and strategies to reach our goals, as well as
papers addressing meta issues (e.g., wha is a oadmap?,
how to reach consensus, etc).

For submission deails visit the workshop web ste
wwwel snet.org/roadmap-lrec2002.html, or contact Seven
Krauwer, ELSNET Coordindor: skrauwer@el snet.org

Conference web site: http://www.Irec-conf.org

MT Roadmap Workshop

An ELSNET workshop on March 16, 2002, a TMI12002
(March 13-17), Kehanna(near Kyoto), Jgpan

Thew orkshop ams to reach abroadly-supported definition
of a context in which to position the MT community’s
efforts to dlow usto identify common priorities for joint
activitiesin areassuch asresear ch, resources andtraining. It
isintended for people with an andyticd or future-oriented,
programmélic interest, from both research and industry.

The workshop will comprise three component sessions:

e composing a critical analysis of the present stae of
madhine translation in the broadest sense

e setting visions of the future

* identifying major research challenges and
establishing intermediate goals.

We invite papers tha relae to any of the above topics

Sessions may indude invited speskers or panels submitted
papers (reviened), and amp e pacefor discussion

The results will be published on the ELSNET web site,
to form the basis of a broad consultation of the MT
community on the future directions of machine
trandation in the broadest sense.

Far submisson detalls visit theworkshop web dte:
wwwel snet.org/r oadmap-tmi2002.html, or contact Steven
Krauwer, ELINET Coordinator: skrauwer @el snet.org

Conference web site:
http://www.kecl .ntt.caj p/events/tmi/

10th ELSNET Eur opean Summer School on Language
and Speech Communication

This year, the ELSNET European Summer School on
Language and Speech will be held from July 15-26, with
the topic “Evaluaion and Assessment of Text and
Speech Systems’. The school will provide courses on
evaluation of language, speech, and multimodal systems
and components and on the use of corpora and
annotation <hemes, methods and tools in the
evaluation process. It is amed at advanced
undergraduaes, PhD students postdocs and academic
and industrid researchers and developers, and is
organised by the Naural Interactive Systems Labor aory
(NISLab), University of Southern Denmark, Odense.

Grants will be awailable from the EU Improving
Human Potentid programme and may cover a
substantial part of totd costs for young European
researchers. The ISCA grant s<heme is open for
goplicaionsrelated to this event.

Coursetopics

 Evaluation of spoken dialogue systems

» Joeach recognition evaluation: br oadcast-navs and
meeting transcription, audio-viud gpeech recognition

» Evaluaion of question/answering, summarisaion,
and information retrieval systems

» Evaludion of machine trandation systems

* Annotétion and evaluation of text and speech sydems

 Evaludion of talking animated interface agents

» Resources and evaluation of text and speech systems

 Evaluation of part-of-speech taggers and/or parsers
and/or terminology and/or lexicons etc.

 Usability evaluation

 Evaluation of speech synthesis systems.

FORINFORMATION

Web:  http://summer school2002.nis.sdu.dk/
Phone: (+45) 63 1573 08

Fax: (+45) 63157224

Email: hemsen@nis.sdu.dk
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SIGdial: The DARPA i i

Communicator Programme

Alexander |. Rudnicky, Carnegie Mellon University, USA

In 1999, DARRA initiated a programme drected a the
devedlopmernt of advancerd spokendidogue sygems. Atthat
timeit wasperceived that whilst advanceshad beenmadein
the devdopment o technologes for gooken laguege
interaction (for example, in the ATIS progranme) and
different research sysems had been developead with the
purpose of endding human didogue no sygems were
avalable tha could be applied to redigic task scenaics.
The Cammunicator programme therefore focused on the
devdlopment of systems that could suppart “rea-world”
complex problemsolving activities ud ng travel asthetaget
domain. All stes huilt systems that accessed actud travel
infor mation (includng ar, hotel, and rentd cas), either by
collecting it from the web or through subscription to a
commercid srvice. All sites dso sought to creste services
that would be of vaue to red users as opposed to only
being exercised by the developersor by hired testers For
example, users cauld regster with aparticuar siteto receive
by email theitineraries they had crested.

A second god of the progranme wes to devdop a
didogue sysem architecture that coud be used both by
programme participants and by the community a large.
The purpose of a common architecture was to enable
interchange of component modules between stesand to
adlow dtes that did not have the resources to construct
entire daogue systems (but wereinteresed in working
on paticular components) tha could fidd a complete
system. This architecture “Galaxy”, has provided a
stable environment for participatingsites(and others) and
has been made availablein Open Source digribution (e
http://communicaor.sourceforge.net/). A number of
participating sites are aso making their sysems available,
under avariety of licensng arrangements

T he programme undertook two major daa collections,
for evauation purposes one in the summer of 2000
(nine sites) and the other in the summer of 2001 (eight
sites). In both cases, users were hired through the
teding organisation (NIST) and instructed to cdl
Communicator s/stems  Each system generated a
standard log (a benefit of shaing the Gaaxy
architecture) that wes compaable across sites and
alowed the computaion of uniform statistics. Users
filled out standard web-based questionnaires after each
of their cdls The Summer 2000 evauation was
organised using a within-subjects design. That is, a
panel of testers called each system in turn and
attempted to construct an itinerary using either a fixed
scenario constructed by NIST or their own personal
travel plans.

Interest Group
on Discourse and
Dialogue)

Andysis of the data from this evaluation reveded a
number of shortcomings principaly the use of fixed
scenarios (representing artificial travel, which users may
have had trouble engaging with) and the requirement
that a given user cal multiple systems (leading to
potential user confusion about system capabilities).

For the Summer 2001 evaluation, a marketing firm was
engaged to hire a panel of frequent travellers who were
instructed to call a particular system to arrange their
own travel. In addition, they carried out fixed scenarios
to calibrate 2001 systems with respect to 2000 systems
and to thoroughly probe system functionality.

Because each steadopted a somewhd different desgn, the
evaudiors provided a unique opportunity to understand
what drateges cortribute to effective didogue. For
example the fird evaludion reveded that sysems adopting
adirected dadogue grategy were generaly more successful
(a opposd to sygtems that supported a more mixed-
initiative strategy). There gppear to betwo reasons for this
direded didogue with the concomitart constraint on the
range of user inpu, makes the sygem less susceptible to
recognition error (themos common source of task falure
in Communicaor). Secondly; directed systams provide task
structure for the user, ramindng them of the information
needed for compleing the tak, and correspondingy
reliesing the user of memory loed. Asiit turns out, this
advantage is particulaly evident in the constraint-gethering
phases of the tak (eg, finding out the user's destination)
and is less usful in the solution navigation phese (eg,
choos ng betweendternative flightsor re-stating congtraints)
when the user requir es greater flexihbility. Systems adagpting
adirected drategy for the latter phase generdly exhibited
relatively poorer task completion and less user satisfaction.

Once prepared for dstribution, the corpus collected during
the evauation will bemadeavailable to the wider research
community through the Linguistic Data Consortium
(http:/Awww.ldc.upenn.edw/), asaresourcefor the gudy of
human-computer interaction by spoken language.

FOR INFORMATION

Alexande Rudnicky is aSenior SydemsSciertid in the W| nter
Sthool of Computer Science et Carnegie Mellon 2001 2
Email: air@cscmu.edu

Web: www-2.cs.cmu.edu/af s/’cscmu.edu/user/air/
s dnet
SIGdial web site: http://www.sigdial.org/
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Announcement

NATO International Scientific Exchange Programmes

TR

Advanced Study Institute

Dynamics of Speech Production and Perception

June 23 —July 6 2002; 11 Ciocco, Italy

Applications for participation in a NATO Advanced
Study Ingtitute (ASI) on the Dynamics of Speech
Production and Perception are being solicited. The
objective of this ASI isto expose young scientists from
diverse disciplinesto facts theories and issues related to
speech dynamics. It will survey both dassical and
contemporary speech resear ch, with dynamic processes
as the common focus, from the following perspectives:

* articulatory phonetics and physiology

* auditory perception of speech and other dynamically
changing signals

 neurophysiology of the central auditory system

* spoken language processing

* speech technology.

The ASI will include lectures by esteblished scientists,
round-table discussions, demonstrations, and poster
presentaions by participants The language of the AS
will be English.

Lecturers will include René Carré (France; articulatory
and perceptud phonetics speech acoudics gesture
theory), Pierre L. Divenyi (USA; psychoacoustics),
Steven Greenberg (USA; spoken language processing,
auditory physiology), Hynek Hermansky (Czech
Republic and USA; speech recognition, signal
processing), Andrés Illényi (Hungary; acoustics), Bjom
Lindblom (Sveden; linguistics, speech physiology,
speech perception), Vaeriya V. Lubinskaya (Russian
Federation; speech perception, speech physiology),
Georg Meyer (U.K.; computationd neuroscience,
psychoacoustics), Isreel Nelken (Israel; auditory
physiology), Roy Paterson (U.K.; models of hearing,
psy choacoustics), Louis Pols (The Netherlands;
perceptual phonetics speech acoustics), Elliot Saltzman
(USA; articulatory phonetics, complex systems analysis),
Shihab A. Shamma (USA; auditory physiology,
computational modeling), Victor N. Sorokin (Russian
Federetion; control theory, acoustics, speech
production),and Klaa Vics (Hungary; psychoacoustics
of speech, speech recognition).

Participants are expected to specialise in one or more
areas related to speech, such as phonetics, speech
technology, experimental psychology; physiology, and

acoustics  Individuals who have recently completed or
are near to completing their studies at institutions of
higher learning are encouraged to gpply, although
gpplications by scientists of more senior standing could
adso be considered under pecid circumstances.
Although the ASI is primarily directed to citizens of
NATO, Partner, and Mediterranean Dialogue countries,
qualified scientists from other countries may also apply.

There is no registration fee Selected participants who
otherwise would be unable to attend, especialy those
from Partner countries may apply for partia subsidy to
defray their accommodation and travel costs The
number of participantsis limited.

The “Centro Internazionale Il Ciocco”, situated in the
Apennines north of Lucca (Tuscary), is an idea venue
for intensive workshops It is a quiet mountain resort
with first-rate conference facilities, comfortable rooms,
excellent Italian food, as well as modern recreational and
sports facilities

Interested individuals should initiall y contact Kléra Vicsi
(see below) regarding space at the event and deadlines.
Applications should then be sent by e-mal to
asi2002@ebireorg  Applications should include:

e contact information

 arecent Curriculum Vitae

* alist of relevant publications

e abrief staement on how participating in the ASI
would benefit the applicant’s educdional and career
objectives.

Organising Committee:
Pierre L. Divenyi, Director;
KléraVicsi, Co-Director.

FOR INFORMATION

Centro Internazionale || Ciocco web site:
http://wwwv.ciocco.it/

Email: vics @ttt-202.ttt.bme.hu
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Mar ch 13-17

Mar ch 16

Mar ch 25-26

Mar ch 29-30

April 8-10

April 11-13

April 17-20

April 20-25

April 24-25

May 27-28

May 29-31

June 1-2

June 10-12

June 17-21

June 28-29

Future Events

9th Inter national Conference on Theoretical and Methodological 1ssues in Machine Trandation (TMI 2002):

K eihanna, Japan.

Email: teruko@cscrmu.edu URL: http://www.ked .ntt.co,j p/events/tmi/
Machire Trandaion Roadmegp Wakd pin asiciation with TMI 2002 Kelhanna, Jgpan.
Email: skrauwer@elsnet.org URL: www.elsnet.org/roadmap-tmi2002.html

Soech Technolay inthe Learnirg ard Asidive [ nierfaee Syinppsum (InSTIL 2002): San Diego, Cdif ornig, USA.

Email: p.deldoque@msec.acuk URL: dbstay.acuk/ingtil
The Asian-Pacific Workshop on Terminology (HKTerm 2002): Hong K ong.
Email: cthkterm@cityu.edu.hk URL: cpct92.cityu.edu.hk/TAHK/index.htm

|SCA Internetiond Tutaia and Ressarch Warkshop on Tempard [ ntgration in the Per cqation of Spech (TIPS):
Aix-en-Provence, France
Email: tips@lpl.univ-aix.fr URL: www.Ipl.univ-aix.fr/%7Etips
Speech Pr osody 2002 Aix-en-Provence, France

Email:  §2002@lpl.univ-aix.fr URL: wwwilpl.univ-aix.fr/sp2002/

The Processing of Arabic: Tunis Tunisia.
Email: brahem@irsit.rnrt.tn

Robugness in Spech Based | nierfaces Sharingthe Tricksof the Track. A workshop at CHI2001.:
Minneapolis, Minnesota, USA.
Email: nilda@idaliu.se URL: wwwidalliu.se/%7Enlplalbo/chi-ws-02/cfp.shtml
L amuege Technoly for Busiress Infamation Sytams — Secia Session incorjurction with the Sthlnternational
Conferate o0 Busress Infornetion Sidams (B1S 2002): Poznan, Poland.

Email: piskorsk@df ki.de URL: hbiskieae.poznan.pl

Whikdopsinassdaian with LREC 2002 Las PAmas Spain.

There areninehighy rlevant pre-conference workshops covering many a ess related to language
resources and evaludion. For deails see* workshops’ link on main conferenceweb ste.

URL: wwwirec-conf.org/lr ec2002/

3rdInternational Caferere anL aguage Resarcesand Eveluation (LREC 2002): Las PAmas Spain.
Email: Irec@ilc.pi.cnr.it URL: www.Irec-conf.org/lrec2002/

Wokshgosinassiaian with LREC 2002 Las PaAmas Spain.

There areten highly relevant pog-conference workshops covering many aress related to languege
resources and evaludion. For deails see” workshops’ link on main conferenceweb ste.

URL: wwwirec-conf.org/Ir ec2002/

The Inter national Semantic Web Conference Sardinia, Italy.
Email: missikof@iasi.rm.cnr.it URL: iswcsemanticweb.org/

| SCA Tutorid and Reserch Warkshgp (ITRW) an Mutimadl Didogue inMahile Environments (IDS02):
Kloster Irsee, Gemany.
Email: laila@nissdu.dk URL: www.sgmedia.org/ids02

Internetiond CL ASSWorkdvpon Naturd, Intellignt, ard Effective Ineraction inMutimoci Didae Sysens
Copenhagen, Denmark.

Email: kuppevet@ims.uni-stuttgart.de  URL: www.dasstech.org/eventsNMI_workshop2.html

Winter
2001-2
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Thisisonly asdection o events— seehttp:.//www.el snet.org/cgi-bin/el snet/eventspl for details of more events
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ELSNET
Office

Steven Krauwer,
Co-ordinator

Brigitte Burger,
Assistant Co-or dinator
Monique Hanrath,
Secretary

Utrecht University (NL)

Task Groups
Training & Mohility
Gerrit Bloothooft,
Utrecht University (NL)
Koenraad de Smedt,
Universty of Begen (NO)

Linguistic & Speech
Resour ces

Antonio Zampolli,
Istituto di Linguistica
Computazionae (I) and
Ulrich Heid, Stuttgart
University (D)

Research

Niels Ole Bernsen,NIS
Odense University (DK)
and Joseph Mariani,
LIMSI-CNRS (F)

Executive Board
Steven Krauwer,
Utrecht University (NL)
Niels Ole Bernsen, NIS,
Odense University (DK)
Fan-Pierre Chanod,
XEROX (F)

Bjom Granstrom,

Royal Institute of
Technology (S)

Nikos Fakotakis
Universtyof Patras(EL)
Ulrich Heid,

Stuttgart University (D)
Denis Johnston, BT
Adastrd Pak (UK)
Jseph Mariani,
LIMSI/CNRS (F)

Jbsé M. Pardo,
Polytechnic University of
Madrid (E)

Tony Rose, Reuters (UK)
Geof frey Sampson,
Universty of Sussex (UK)
Antonio Zampolli,
University of Pisa(l)

ELSNET Participants

| Considio Nazionale delle Ricerche D IBM Deutschland
i 1 | Universitadedi Studi di Pisa D DaimlerChryslerAG
Academic Sites | IRST, Trento D aspect Gesellschaft fir Mensth-
A Austrian Research Institute for Artificial | Consorzio Pisa Ricerche Maschine Kommunikation mbH
Intelligence (OFAI) | Fondazione Ugo Bordoni D Acolada Gmbh
A Vienna University of Technology IRL Trinity College, University of Dublin D Grundig Prof essional Electronics GmbH
A University of Vienna IRL University College Dublin D Novotech GmbH
B University of Antwerp -UIA LT Inst. of Mathematics & Informetics D Verlag Moritz Diesterweg GmbH
B Katholiek e Universiteit Leuven NL Utrecht University D Sympalog Speech TechnologiesA G
BG Bulg Acad.Sdi. - Ingtitute of Mathemaics ~ NL University of Amsterdam (UvA) D Varetis Comnunications
and Informatics NL University of Nijmegen D Langenscheidt KG
BY Belorussian Academy of Sciences NL Foundation for Speed Technology DK Tele Danmar k
CH SUPSI University of A pplied Sciences NL Tilburg University E Sema Group sae
CH University of Geneva NL University of Twente E Telefonical & D
Ccz Charles University NL Eindhoven Uni versity of Technology EL KNOWLEGDE SA.
D Universitat Stuttgart-IMS NL Universiteit Leiden F Memodaa
D Christian-Albrechts University, Kiel NL Netherlands Or ganization for Applied F Xerox Research Centre Europe
D Universitét Hamburg Scientific Research TNO F LINGA sarl.
D Inditut fiir Angewancte Informationsforshung~ NL University of Groningen F Systran SA
D German Reseach Center for Attificial NO University of Bergen F LexiQuest
Intelligence (DFKI) NO Norwegian University of Science and F VECSYS
D Universitaet des Saarlandes Technology F SCIPER.
D Universtét Erdang en-Niirnberg -FORWISS P University of Lisbon F Aerospatide
D Ruhr-Universitaet Bochum P New University of Lisbon F TGID
D Univer sitét des Saarlandes CS-Al P INESC ID, Lisbon FIN Kielikone Oy
DK Center for Sprogteknologi PL PolishAcademy of Sciences FIN Nokia Research Center
DK University of Southern Denmark RO Romanian Acadeny HU MorphoLogic Ltd.
DK Aalbor g University RU Russian Academy of Sciences, Moscav | LOQUENDO
E University of Granada S KTH (Royal Institute of Technolagy) | OLIVETTI RICERCA SCpA
E Universitat Autonoma de Barcelona S Linkdping Uni versity Lv TILDE
E Universidad Nacional de Educacion a UA IRTC UNESCO/IIP NL Compuleer
Distancia (UNED) UK University of Cambridge NL Knowledge Concepts BV
E Universidad Rlitecnica Madrid UK Leeds University NL Sopheon NV
E Univer sidad Rlitécnica de Catalonia UK University of Sundedand NL IP Globalnet Nedelland BV
E Universidad Rlitécnica de Vaencia UK University of Cambridge RU ANALIT Ltd
EL Institute for Language & Speech UK University of Sheffield RU Russicon Compary
Processing (ILSP), Athens UK University of York S Sema Infodata
EL National Centre for Scientific Research UK UMIST, Mandhester S Telia Pomotor AB
(NCSR) ‘Demokritos' Athens UK University of Essex UK Imagination Technologies plc
EL University of Patras UK University of Edinburgh UK Canon Resear ch Centre Eur ope Ltd
F LIMSI/CNRS, Orsay UK University of Sussex UK Sharp Laboratories of Europe Ltd
F LORIA, Nangy UK University of Brighton UK BT Adastral Park
F Université Rul Sabatier (Toulouse I11) UK University College London UK ALPNET UK Limited
F Université de Povence UK University of Ulster UK 20/20 Speech Ltd
F Inst. National Polytechnique de Grenoble UK University of Dundee UK Reuters Ltd
F IRISA/ENSSAT, Lannion UK Vocdis, Ltd.
GE Thilis State University, Centre on Industrial Sites UK Hewlett-Rckard Leboratories
Language, Logic and Speech UK Logica Cambridge Ltd.
HU L érand Eotvos Univer sity B Lemout & Hauspie Speech Products UK SRI Inter national
HU Technical Uniersity of Budgpest D Philips Research L ébor atories

What isELSNET?

ELSNET is the European N éwork of Excdlencein Human
Language Tedhnologies ELSNET is gorsored by the
Human L anguage Technolagesprogramme of the European
Commission; itsmain dbjediveistofaoster thehuman languege
technologes on a broal front, creding a platform which
bridges the gap between the returd language and geeth
communities, and the ggp between academiaand industry.

EL SNET operatesin an internationd context acrossdstipline
boundaries, and deds with d agpects of human
communicdion reseach which havealink with language and
speech. Members indude public and privee research
inditutions and commercid compenies involved in languege
and speech technol ogy,.

ELSNET amstoencourggeand suppart fruitful collebor dion
between Europe's key payers in reseach, development,
integration, and deployment across thefield of language and
speech technology and neighbouring aress

ELINET seks to devdop an environment which dlows
optima exploitation of the availeble human and inteledud
resources in order to alvance the fied. To this end, the
Network hes estaldished an infragtructure for the sharing of
knowledge, resources problems, and slutions acress the
language and gpeech communities, and serving bath academic

andindugry It hasdevdoped variousgructures(committees
oedd interest groups), events (summer schools workshops),
and sevices (Website, emall ligs _EL SNews , information
dissemindtion, knovledge brokeragg).

Electronic Mailing List

eaet-lig is EL N ET's dectronic mailinglist. Email sentto
daet-lig@letuu.nl is received by dl membe ste contact
persons, aswel &s other intereted paties This mailing lig
may be usad to announce activities, pog job openings or
discuss isueswhich are relevant to ELSNET. To request
additions/deletions/changes of address in the mailing lig,
please send mail to dsnet@let.uu.nl

Subscriptions

Subscriptions to ELSNewsare currently free of charge.
To subscribe, visit http://www.elsnet.org and follow
the links toELSNews and “subscription”.

FOR INFORMATION
ELSNET
Utrecht Ingtituteof LinguisticsOTS Utredht University,
Trans 10, 3512 XK, Utrecht, The N etherlands
Tel: +31 30 253 6039
Fax:+31 30 253 6000
Email: elsnet@elsnet.org
Web: http://www.elsnet.org
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