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First Inter national Conference on

Thefirst international
conference on the
Globd WordNet wes
hdd in India ealier
this  year. The
conference, which
took place from 21-
25 Jruary, was

organised by the 'W

Centrd Institute of
Indian  Languages
(CIIL) in  Mysore,
together with the
Globad  WordNet
Association (GWA),
theIndian | nstitute of
Technology  (11T),
Bombay, and the
Internationd Ingitute
of Information
Technology (I11T),
Hyderabad.

There have been
various workshops
on WordNet in the
past, but this was
the first time tha a
whole conference
was dedicated to the

topic. Most of the previousworkshops have taken place
a ACL conferences in the USA and Europe, and have
had a strong focus on the English WordNet and its
usagein NLP But this conference was different: it also
assembled WordNet builders and WordNet tuners,

Global WordNet

Piek Vossen, Irion Technologies, Delft
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The perfect badgr ound for a discussion on cr oss-linguistic and cultural
lexicalisation dif ferences

. oountries who
. participated.

There wes not jugt
one theme or topic
that dominated the
discussion.  Rether,
the conference
showed how widdy
WordNet is beng
used, both in regard
totherangeof types
of goplications
(among which ae
language learning,
text mining, named
entity dassification,
and mechine
trandation),  and,
even more clearly; in
relation to the
diversty of
languages it now
encompasses.
WordN ets are beng
developed and
deployed in dl kinds
of languages. there

were representatives for Balkan languages, Russian, and
further to the East, groups from Korea, China,and Jgpan,
al working on WordN etsin their own langueges.

In a conference held in Mysore, the Indian languages

especialy for many other languages as well. The | were obviously well represented. In this respect, having

fantastic venue of India and the perfect professional
organisaion thus resulted in an excellent and exotic

the venue in India tumed out to be very productive.

India has the political will, well-trained linguists and
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engineers and sufficient funding to carry out a long-
term project such as the IndiaWordNet, in which
WordNets for 20 Indian languages will be developed
and interlinked. This conference brought together
many Indian NLP people, linguists and even some
politicians who could be guided into making the right
choices for supporting such alarge project.

i / o

Professor Udaya Narayana Singh, Director of CIIL, opening
the Conference

Totheleft, B.D. Jayaram the driving force behind the organisation
of the corference; to the right, Piek VVosen and Chridiane
Fellbaum, on kehelf of the Glooal Wordnet Assciation

Spreading WordNets to other languages and cultures
shows us, increasingy; the universal and non-universal
aspects of WordNet. This will have important
consequences for al cross-lingual informaion systems
of the future In thisrespect, it was very stimulating to
see the work done on various Indian WordNets, among
which even tribal languages were induded. We even
leamed tha clodkwise and anti-clockwise direction of
movement is an important lexicalised distinction in the
tribal language Car Nicobarese

Bringing together WordNet builders and language
engineers indicaed many new directions for research.
We sav some excellent grgphic representaions and
WordNet editors tha will help the development and
understanding of the complex structures T here were
fundamental discussions on semantic reldions (new and
old) and WordNet’s top levels This also showed the
strong need to further standardise the WordNet model.

The extension and tuning of WordNet to specific
domains turned out to be a continuing theme that was
adready evident from previous WordNe workshops.
Domain tuning goes hand-in-hand with corpus anchoring
of Word\ ets asaresource Domain corpora, and even
the WM as an overdl corpus, form thebad sof most of
the current goproachesfor WordN et development. This
semsto be thewayto go inthe future.

There were two tutorial sessions One was given by
Christiane Fellbaum, Piek VVossen, and Palmira Marrafa,
and the other by Eneko Agirre and German Rigau.
Both of these discussed various issues in relation to
building WordNets for Endish and various other
European languages

The business meeting was open to al the conference
participants and was conducted by thr ee board members
of the GWA, namely, Piek Vossen, Christiane Fellbaum,
and Palmira Marrafa. The issues discussed during the
business meeting were the activities and membership of
the GWA, communication between members
standardisation of WordNets, and future meetings

Finaly, we woud like to share with you a picture of the
Globd Word\e bus thet took us to vist the most
fantastic places and peoplearound Mysorein Suth I ndia

The Global WordNet bus that drove us ar ound Mysore

We hope that that the next conference, to be held in
January 2004, will be as stimulating and exctic as the
first. The Globa WordNet Conference welcomes any
bids from interested parties who would like to host it.

FOR INFORMATION

Piek Vossen is currently Chief Technology Officer &
Irion Technologies, Delft, in The Netherlands. He
was formerly Project Manager of EuroWordNet,
based & the University of Amsterdam

Email: Piek.Vossen@irion.nl

More activities of the Global WordNet Associdion
can be found at: www.hum.uvanl/~evn/gwahtml
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GATE — A New Release

H amish Cunningham, Kalina Bontcheva, Di ana Maynard, & Valentin Tablan, Univesity of Sheffield

GATE — a Generd Architecture for
Text Enginexring — is an infra
structure  for dewveloping and
deploying oftware components that
process human language. Verson 2
was rdeased on March 14, 2002.

GATE has been in devdopment a the University of
Sheffiel d Snce 199 and hasbeen used in awide variely of
reseaich and development projects induding I nformation
Extraction ( E) in Endish, Bulgarian, Romanian, Bengdli,
Greek, Spanish, Swedish, Ger man, Itaian, and Frendh.

GATE isatool for:

e sdentists performing experiments that involve
processing human language

e companies developing applications with language
processing components

« teachers and students of courses about language and
language computation.

T he system aims to help these groups in three ways.

* by specifiying an architecture, or organisational
structure, for language processing software

« by providinga framevork (or classlibrary, or Software
Development Kit — DK), that implements the
architecture and can be used to embed language
processing capahi litiesin diverse applications

* by providing a development environment built on top
of the framewvork, condsting of convenient grgphical
tools for developing many types of component.

The architecture exploits component-based software
development, object orientation, and mobile code. The
framework and development environment are witten in
Java and are availeble as open-source free oftware from
the GATE web ste [see FORINFORMATION, peged).

As an architecture, GATE suggests tha the elements of
software systems that process naural language can
usefully be broken down into vaious types of
component, known as resources T hese components are
reusable software chunks with well-defined interfaces;
GATE resources are specialised types of JavaBean, and
come in three flavours,

 LanguageResources (L Rs) represent entities such
as lexicons corpora, or ontologies

* ProcessingResour ces (PRs) represent entities that
are primarily dgorithmic, such as pasers,
generaors or n-gram modellers

E — General Architecture for Text Engineering

« VisualResources (VRS) represent visualisation and
editing components that participate in GUls

(In practice, these definitions may be blurred if
necessary for the particular application.)

Collectively, the st of resourcesintegrated with GATE is
knownasaCREOLE: aCollection of REusale Objects
for L anguage Eng neering. All the resources are packaged
as JvaArchive (or ‘ A R) files with some additional XML

configuretion deta. The JAR and XML files are mede
avalable to GATE by putting them on aweb erver, or
smply by placing them in thelocd file space

When using GATE to develop language processing
functionality for an gpplication, the developer uses the
development environment and the framework to
construct resources of the three types. This may
involve programming, or the development of LRs such
asgrammars that are used by existing PRs or amixture
of the two. The development ernvironment is used for
visualisation of the daa structures produced and
consumed during processing, and for debugging,
performance messurement, and so on. When an
appropriae set of resources has been developed, these
resources can then be embedded in the target client
goplicaion using the GATE framework (which is
supplied as two JAR files).

GATE indudes resources for common language
engineering data structures and agorithms including
documents corpora, various annotaion types a set of
language analysis components for |E, and a range of
data visualisation and editing components. GATE
supports documents in a variety of formas, including
XML, RTF, email, HTML,SGML, and plain text. In all
cases the format is analysed and converted into a single
unified model of annotation, compaible with other
formats such as XCES ATLAS, etc.

A family of PRsfor language anaysisisincluded in the
shgpe of ANNIE, A Nearly-New Information
Extraction system. These components use finite-stete
techniques to implement various taks — from
tokenisation to semantic tagging or verb phrase
chunking. ANNIE iscurrently in active usein anumber
of industrial and academic projects >

Feaure
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There are three other facilitiesin GATE whicdh deserve
special mention:

e JAPE - a Java Annotaion Paterns Engine —
provides pattern/action rules over annotaions
based on regular expressions

e The “annoctation diff” tool in the development
environment — this implements performance
metrics such as precision and recall for comparing
annotations and for quantitaive evaluation
purposes

* GUK — the GATE Unicode Kit — fills in some of
the gaps in Javd's support for Unicode, eg., by
adding input methods for various languages, from
Urdu to Chinese

An Example of GATE in Use

Let's imagine that a developer called Fetima is building
an email client for Cyberdyne Systems' large corporate
Intranet. In this goplication she would like to have a
language processing system that automatically spots the
names of people in the corporaion and transforms
them into mailto hyperlinks.

A little investigation shows that GATE's existing
components can be tailored to this purpose. Faima
starts up the development environment, and creaes a
new document containing some example emails. She
then loads some processing resources that will do
named-entity recognition (a tokeniser, gazetteer, and
semantic tagger), and creaes an application to run these
components on the document in sequence Having
processed the emails she can see the results in one of
several viewers for annoteions

The GATE components are a decent start, but they
need to be altered to deal specifically with people from
Cyberdyne's personnel database Therefore Faima
creges new “cyber-” versions of the gazetteer and
semantic tagger resources using the “bootstrap” tool.
This tool creaes a directory structure on disk that has
some Jva stub code a Makefile, and an XML
configuration file. After several hours strugging with
badly written documentaion, Faima manages to
compile the stubs and creae a JAR file containing the
new resources She tells GATE the URL of these files
and the system then alows her to load them in the same
way tha she loaded the huilt-in resources earfier on.

Fatima then creates a second copy of the emall
document, and uses the annotation-editing facilities to
mark up the results that she would like to see her system
producing. She saves this and the version on which she
ran GATE, into her Orade ddastore. From now on she
can follow this routine:

* Run her application on the email test compus

e Check the performance of the system by running
the “annotation diff ” tool to compare her manual
results with the system’s results. This gives her
both percentage accuracy figures and a graphical
display of the dif f erences between the machine and
human outputs

» Make edits to the code, patern grammars, or
gazetteer lists in her resources and re-compile
w here necessary

e Tell GATE to re-initialise the resources

* Go back to the beginning.

To make the aterations that she requires Faiima re-
implements the ANNIE gazetteer so tha it regenerates
itself from the local personnel daa. She then altersthe
patern grammar in the semantic tagger to prioritise
recognition of names from that source.

Eventually the system is running nicely. Now Fatima
stops using the GATE development environment and
works instead on embedding the new components in
her email application. Thisgplicationiswrittenin Jaa,
so embedding is very easy — the code for talking to
GATE takes up only around 150 lines of the eventual
goplication, most of which is just copied from the
example in the StandAloneAnnie dass on the web site

Because Fatima is worried about Cyberdyne's unethica
policy of deveoping Skynet to hdp the large
corporates of the West strengthen their stranglehold
over the world, she wants to get ajob as an academic
instead (so that her conscience will only have to cope
with the torture of students, as opposed to humanity).
She takes the accuracy measures that she has atained
for her sygem and writes a pgoer for the Journal of
Nasturtium L garittrm Endtemert describing the gpproach
used and theresults obtained. Because she used GATE
for development, she can cite the repeaability of her
experiments and offer access to example binary
versionsof her software by putting them on an external
web srver.

FOR INFORMATION

The authors are al based & the Department of
Computer Science of the University of Sheffield,
UK. Hamishis Senior Research Scientist, and Kalina,
Diana, and Valentin are al Research Associates

Email: hamish, kaling, diana, valyt@dcs.shef.acuk

Web: www.dcsshef.ac.uk/~hamish, kalina, diana,
vayt

GATE web site:  http://gateac.uk/
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Second ELSNET MT Roadmap at
TMI in Japan

Mikel Forcada, Universitat d’ Alacant, Spain, & Har old Somers, UMI ST, Manchester, England

As part of the 9th TMI Conference held at K eihanna,
Kyoto, ELSNET Coordinator Steven Krauwer
organied a follov-up to the successful first MT
Roadmagp Workshop held at MT Summit VIII last
September. Attended by about 25 participants the one-
day workshop consisted of invited lectures, refereed
papers, and brainstor ming

In his opening address Krauwer described ELSNET,
particularly for the benefit of Jgpanese participants and
explained moee precisely the purpose of the Roadmep
workshops He emphasised the interest in collecting
Asian views on the future of MT.

The programme began with a thought-provoking
invited talk from Professor Satoru Ikehara of Tottori
University: Toward the Realisation of Typolagical Semantic
Patter n Dictionariesfor MT. Histalk focussed on the need
for “semantic pattern dictionaries” to improve lexical
disambiguation. Ikehara criticised approaches to MT
that relied only on syntax, suggesting that adictionary of
at least 100,000 semantic patterns such as those found
in his Nihongo Goi-Taikei lexicon (1997), could capture
distinctions of meaning needed for good quality
tranglaion into English.

T he next session saw three refereed pgpers Inthefirst,
TMI host FrancisBond of NTT gave an interesting talk
entitled Toward a Science of Machine Trandation Bond
invited us to look to (human) trandlaion theory, in the
form of Nidas (1966) description of the human
transation process Noting that only one of Nida's nine
steps in the trandlation process actudly involves
translaion per se, Bond suggested MT counterparts for
some of the other steps For example, MT could
involve multiple passes over the text, to identify the
domain, isolate named entities, and locate passayjes
where comparison with existing trandations might be
especialy fruitful. Bond also suggested verifying the
readability of the target text, and the addition of
parenthetical explanations for unfamiliar local terms—a
feaure absent from current MT systems

Mikel Forcada's talk focussed on the use of a simple
finite-state dir ect translation approach based on aligned
bi-texts automdically extracted from the Web. He
sugeested this as a way of rgpidly developing MT
systems for new language pairs based on the principle
of translation memory, but extending bdow the
sentence level.

Thefinal talk of the morning session was given by Nigel
Ward of Tokyo University, with the intriguing title
Machine Trandation in the Mobile and Wearalle Age. Ward
described preliminary experiments with an apparatus
involving a speech synthesiser, atached to a bilingual
phrase-book, driven by a menu projected onto glasses
worn by the user (see picture). A more gppropriaetitle
would perhgps have been “No Machine Trandlation ...",
given hisview tha MT quality was too poor for thistask
and that it could be avoided by focussing on the human
interaction aspects of communication. Not surprisingly,
Ward's presentéion provoked heated discussion.

Jani Patokallio demonstrates a pr ototype wearable
talking phrase book, developed at Tokyo University

The afternoon session was devoted to brainstorming.
Steven Krauwer described current trends tow ards large
MT projects which have the advantage of sharing goals,
tools resources and technologies but seem lessflexible,
with little emphasis on basic research.

Integrating MT into other applications is also favoured.
Krauwer suggested tha MT is moving away from “one
solution for al situations” towards “for each situation a
solution”.  Interestingy, despite the opposite trend in
NLP, the majority (by more than 3:1) of papersé recent
MT conferences described rule-based rather than
empirical systems and he expressed his regret at the
absence of breakthroughs in the last five years.

>
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The remander of the workshop — incduding a
humorous report from TMI 2012 (sic) by Harold Somers
as light relief — involved general discussion in which
participants were invited to specify a€ 100m single-goal
five-year reseacch project. Three perspectives were
specified:  basic research, industrial R&D, and users
The range of suggestions was very broad — some
conservative, some f ar-fetched.

The follaving basic research topics were sug gested:

e Formal theory of (machine) trandation

e Semantic theory and/or universal meaning
representation

e Theory of (cross-lingual) communicaion

« Eliminaing the linguistic knowledge acquisition
bottleneck

» Making large-scale language resources sharegble (an
issue of intellectual and industrial property rights)

« Integrating translation memory and MT in asingle
product

 Cross-training linguists and computer scientists

¢ A huge massively annotat ed multitext digned at
various levels

 Robust speech processing induding varying accents
language switching, and non-linguistic aspects such
as facia and hand gestures.

R& D and user-motivated topics induded:

e Plugins and services for mobile phones, for a
variety of communication functions

e MT systems acquired from language learning texts

Support for “technologically challenged” languages

e Focus on the “hard” part of cross-lingual
communication (e.g, cultura dif ferences)

e Evauation and learning from user feedback (eg.,
post-editing tools)

* User models

Translating glasses to translate any text seen

through them

Multilingual web search and translation

Trandating senog gohy for live TV, conferences etc.

An officid summary of the workshop can be found a
www.el snet.org/roadmap-tmi2002.html.  Participants
will no doubt look forward to the next opportunity to
stop and check the roadmap.

FOR INFORMATION

Mikd Forcada is Associate Professor in the
Department of Softwareand Computing Sysemsat
theUniversita d Alacant (University of Alicante)

Email: mlf@dlsi.ua.es
Web: www.dlsi.ua.es/~mlf/

Harold Somes is Professor of Language
Engineering in the Centre for Computétional
Linguistics at UMIST

Email: Harold.Somers@umist.ac.uk
Web: www.cd.umist.ac.uk/staff/harol d/

TMI 2002 (Sth Internationd Conference on
Theoreticd and Methodologicd Issues in
Madhine Trandation) web site:
www.k ed.ntt.cajp/events/tmi/

(continued from page 7)

Onfurther investigation, it turns out, not surprisingly; thet
thereis alot of structure among reviewers, committees
submissions acceptances, and participation. Groupstha
are wel represented in any of these tend to ke well
represented in the othersaswell. T hereis dso quiteabit
of structureover time. Groups that are well represented
in previous meetings tend to be well represented in the
future Thus reaching out to amarket segment can regp
benefitsto the society for yearsto come.

A ged way to reach out to a gronvth ssgment is with
assignments (reviewing, positions on committees etc):
too often we trea thee potentid carrots as tharkless
chores and arm-twist the same people to do them again
and aggin. In some cases we even squender potentid
carots by assgning them for life; recyding the carrots by
handing them out to different people every few years
would reach a larger market. We can dso increase the
number of carrots by maximisng the number of
reviavers cregting new pogs and 0 on. A na-so-gredat
way to reach out to growth ssgmentsisblind revieving. |
have no objection to blind reviewing, but even if it is

effective (and | am not anare of data demonstraing that
iti9), blind reviaving istoo passve. The diety ought to
market itsdf more aggressively than thet — by identif ying
core segments in whidh it is dready srong, and targeting
each year a few segmentsfar growth. Thisisnot so much
an isste of fairness but asimple mater of what isinthe
best longterm sHfinterest of the organisation.

In summary, we ought to identify afew areas for growth
and nurture them in two ways.

» Effective use of carrots (reviewing, positions on
committees, etc). Increase the number of carrots
as much as possibe to make sure that there are
plenty of carrots available for reaching out to
targeted growth areas

» Correction for reviewers natural bias towards
conser vative precedents. Accepted papers should
have an advocde, a second, and no serious
objections. Abstentions don't count. Make sure
that papersin tageted areas ar e not rejected for bad
reasons (eg., abstentions lack of precedents).
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Opinion

Kenneth Church, AT& T Labs Research, USA

A couple of years ago there was a rather unpleasant
debae in this column on affirmaive action. Should
organisations like ACL and COLING take a pro-active
stand to mak e sure that certain groups are appropriately
represented? | dont want to get into grea questions
such aswhat’sright and w hat's wrong and what's fair and
wha's unfair. That is all much too complicded. And it
depends on your perspective. Such questions are too
divisve: | prefer to frame the debate in terms of simple
mar ket forces tha we can all gopreciae.

At theend o theday, thefutureof an organisation depends
on gowth. Even Wal Sreet, which is hardly known for its
long-term vison, makes a big diginction between top-line
reverue and bottomrline profits  You might think that
money is money and that it wouldrit metter to a gock
whether the compary increased its revenue or decreased its
cost. But Wl Street iswilling to pay apremium for growth
stocks which emphadsetop-linereverue at the expense of
short-term profits  Even Wal Street, which has litte
concern for wha's right and wha's fair — and not a lot of
patience — gpprecides that growth is important: we can't
keep doingwhat we dready know how to do.

Of course gowth is hard work. Old dogsdon't like to
learn newtricks There are alot of standard excuses for
doingthesameold thing: let merefer to thesearguments
as the conservative position. A standard conservative
argument is qudity: let the review process do whatever it
does and then accept the papersthat get thebed reviews,
and rgect the others It sounds simple and fair. But
without offering apremium for growth (eg., new sources
of ideas, members etc.), the conservative position ends
up accepting the same old papers from the same old
places. Tha'sadegth ird. Old dogs eventualy die.

The conservetives assume that the standard review
process works pretty well. We all know better, of
course. Having organised anumber of conferences over
the years I've seen that reviewers take their job seriously
and do the best they can (for the most part), but even so,
the process is far from perfect. After a particularly
boring paper, | am often asked why the programme
committee acted as they did. Sud questions are never
easy; | hate to admit that we make mistakes, but we do.
The review process is good for, & most, a few bits It
can separae the top half from the bottom half with
reasonable accuracy, but it is asking too much of the
process to reliably sgarate the top 10% from the next
10%. If the acceptance rate falls below 20% or so, you
can be sure that there will be some mistakes.

A big problem with the review processis that reviavers
arelikelawyers. They love precedents. Reviewers don't

know what to do with papers that break new ground.
The grades are more random for innovative pgpers than
for incremental papers. All too often, one of the
random grades comes out low and kills a good paper.
The fundamental problem isthat the standard reviewing
process is inconsistent with the long-term needs of the
society:  revievers are looking for easy precedents
whereas the society needs a constant stream of new
ideas flom new people with new perspectives

The Chair can and should correct for some of these
biases by changng the rules. Instead of merely
averaging the grades, it helpsto accept only those papers
tha hae an advocate, a second, and no <rious
opposition. | have found that this practice helps weed
out incremental papers which tend to have high average
grades but few advocates. This practice aso helps
innovetive papers where the low grade is often more of
an abstention than a serious objection. (By serious
objection, 1 am looking for a highly confident and
clearly correct review that points out a major error.)

| liketothirk of runningaconferenceintermsof marketing
If you ssgment the market (defined appropriaely in termsof
submissions, acceptances, reviavers participants, or
whatever) by dmost any varigble (eg., geagragphy; indtitution,
topic, gender), the dstribution tends to be skewed, perhaps
even Zipfian. There are afew core ssgmentstha are well
represerted and many grovth ssgmernts tha are less well
represented.  The sodiely ought to nurture the growth
sgments nce thefuture depends on them.

| srved on one progranme committee w here we did
whatever we did, and then we checked how we had done
in dl the gandard ways, and everything looked OK. And
then we did a non-gandard chedk, where we stratified
countries by thenumber of submissions To our horror,
we redised that there was a huge effect. Countriesthat
had submitted lotsof papers had much higher acoeptance
rates than countries that had submitted jus afew papers
You couldn't seethe effect if youlooked a each country
oneat atime, butif you grouped countriesby the number
of submissions, the pattern was dl too dear.

(continued on page 6)
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Opinion Column

Spring
2002

danet



mailto:c@r
http://www

SIGdia

(ACL  Specid

Interest Group on
Discourse
Dialogue)

and

SGdial: Current Research Activities
on Discourse and Dialogue in Japan

Yasuharu Den, Chiba University, Japan

SIG-SLUD (Spoken Language Underganding and
Discourse Processing) is one of the biggest
communities involved in discourse and dialogue
research in Jpan. It was formed in 1992 as a special
interested group (SIG) of the Jgpanese Society for
Artificial Intelligence and has a longer history than
SIGdial. The current membership is approximately 140.
The current president is Professor Akira Kurematsu of
the University of Electro-communicaions who is also
a member of the Science Advisory Committee of
SIGdial. SIG-SLUD has three meetings every year and,
on average, twenty-five technical papers and four invited
tutorialg/lectures are presented annually.

SIG-SLUD and S Gdid have many points in common.
Oneimportant issue common to thetwo communitiesis
the devdopment of sharesble linguidic resources and
standards for didogue annotation. For this purpose
SIG-SLUD established a working group on discourse
taggng in 1996 and its successor, a working group on
corpus-hasedresearch on discourseand dialogue, in 1998
These working groups cond & of tensof researchers not
only from computationd linguistics but aso from various
fiddsin the humanities. They have deved oped schemes
as wdl as annotation tools for utterance ssgmentaion,
didogue-act and exchange-structure annotation, and
discoure segmentaion for Jypanese didogues The
wor king groupshavedso made ag ed effort to annotete,
us ng these schemes and tools the didogue cor pora that
have been collected at various universities and inditutes
belonging to the groups. The collection of annotaed
corporaamount to arunning time of nearly 300 minutes
and will be published in mid-2002.

Another fedure of SIG-SLUD tha is shared with
S Gdid istheencouragement of empirica methods both
in scientificand technologicd research. One of thethree
meetings each year specificaly addresses corpus-based
research. In paticular, some members of the above-
mentioned working groups present preliminary results
based on the schemes and the corpora under
devel opment, which, together with feedback from awide
rangeof researchers contributesto refiningthe schemes

Although SG-SLUD and SIGdid have much in
common, SIG-SLUD dso has some unique
characterigicsthat SI Gdid might not have. A distinctive
fedureof SIG-SLUD isthebreadth of theresearch areas
which it targets In the pagt three years gpproximately
one third of the technicd papers havebeen presented by
researchers from fidds other than computational
linguigtics or other computationa areas. These have

* Yasuharu Den

induded phonetics pragmatics, discourse andysis,
conversationd  anadlysis  psycholinguistics,  social
psychol ogy, and devel opmentd psychology. Many of the
invited tutorid ¢/lectures have ao been targeted a topics
in socid psychology, ethnomethodology; developmental
psychology, and other humanities/socid science fields
relded to communication. The interaction between the
information sciences and the humanities/socid sciences
has made discour s2and didlogueresearch activity in Japan
extremely dtractive. This multiplicity of disciplines has
ds been an advantege in the development of the
didlogue annotation schemes which are not restricted to
gmadl gpplicdion domains

Researchers in the information sciences are, of course,
active in guiding the community They notice the
significance in discourse and dialogue research, of
advancesin other areas and till keep track of their goals
in developing gpplications. The most recent trend in
this direction is the employment of VoiceXML as a
vehide for studying a genera architecture for spoken
diague systems. It enables us to implement various
theories on discourse and dialogue developed so far,
providing a solution to integrating different processing
modules and to sharing discourse processing libraries
among the commnunity.

In summary, the discourse and didogue research
community in Japan isvery active, manif esting its unique
aspects as well as sharing much with the inter national
community. | hope that in the near future a SIGdial
workshop will be held in Jgpan, possibly in conjunction
with ACL 2003 in Sapporo, and that fruitful interactions
will take place between SIGdial and our community.

FOR INFORMATION

Yasuhar u Den is Associate Professor in the Faaulty of
Letters & ChibaUniversty, Jgpan

Email: den@L .diba-u.ac.jp
Web: cogsci.l.chiba-u.ac.jp/~den/

SIGdial Website: http://www.sigdial.org/
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New ELSNET Members

EL SNewswould like to welcome new (and fairly new) members
to ELSNET: Neurosoft, from Poland, who joined in January
this year; Reuters (London), the SEMA Group (Madrid), and
Uni versidad Nacional de Educacion a Distancia (UNED, also
in Madrid), who all joined during 2001.

A paticdarlywar mvelcome ) gasout toJae Maria Cavanillas
of the SEMA Group, wh reertlyjared te ELSNET Bard

ELSNews invited UNED and Neur osoft (page 10) to give us
anidea of thetypeof work they do.

The UNED group in Natural
L anguage Processing
M. Felisa \érdejo, UNED, Madrid

T he Spanish Open University (UNED for short) began
its activities in October 1972 with the aim of making
higher education accessible to anyone with the necessary
gptitude and interest, regardless of formal qualifications.
The UNED has proved an enormous success, and it is
numerically one of the largest universitiesin Spain.

The UNED NLP group, comprising eleven members is
included in the Department of Lenguajesy Sistemas
Informéticos (Computer Languages and Systems) with
teaching eactivities in industrial engineering and
computer science. It off ers postgraduae courses on:

« Natural Language Processing

« Inf ormation Retrieval and NLP

* Design of Interacti ve Learning Environments
« Artificia Intelligence

T hese courses are a so integraed within a Spanish inter-
universitary doctoral programme in Cognitive Sciences

The UNED NLP group started its research activitiesin
1991, and has been involved in basic and applied
research concerning the design and evaluation of
interactive and multilingual information retrieval
systems, lexicd knowledge acquidtion and
representation techniques word sense disambiguation
dgorithms naura language interf aces, and discourse
modelling f or teaching and lear ning ervironments

The curent interests of our research can be clustered
around two broad topics:

Multilingual, I nteractive I nfor mation Retrieval

Weareinteresed in the gpplication of robust, scaableNLP
techniques to improveinteractive retrieva in redlistic seerch
situations, especialy over multilingual llections and web
gtes. Asthisimplies wedso haveaninteres in developing
sound methodologies for the evaludion of thesetasks.

Our most recert adivitiesinclude:

» Devdopment of the Web Ste Teem Browser —an
interacti ve, multilingua search fadlity thet exploits
phrasd information extracted from portd-like domains
to improve brov sngand searching processes

» Asydan tosupport cross-anguage document selection
based on atrandation/ summaising strategy

 Involvement in the organisation of CLEF — an
evaluation campaign for multilingual information
retrieval systems Our participation includes the
definition and coordingion of an interacti ve cross-
language retrieval track.

Acquisition of Semantic Knowledge and Word
Sense Disambiguation

Our research goal is the enrichment and improvement
of (multilingual) large-scale lexica resources mainly
mining resources such as corpora, dictionaries, and the
internet. In relation to this we are also working on the
development of unsupervised, robust word sense
disambiguation techniques that have been tested in the
recent SENSEVAL 2 competition.

Resear ch Results

Besides scientific publicaions (available from our web
site), we have contributed to the creaion of the
following resources and products:

* the EuroWordN et semantic network — a multilingual
lexicd daabasew ith semantic relati ons betw een words
in eight European languages available through ELDA

e the Spanish SENSEVAL 2 test suite for the
(comparative) evaluation of word sense
disambiguation systems

* the CLEF ted suites for theevauaion of multilingua
information retrieval systems, comprising a
compar able corpusof severd ggabytes of newsfrom
agencies and newspapers in seven European
languages and a set of hundreds of queries with
manuel relevance assesaments

e A phrase-based, multilingual site-sear ching f acility
(available at http://rayuelalsi.uned.es/wtb)
e An interactive, web-based course on natural

language processing and information retrieval
(avallable & http://rayuelalsi.uned.es/~ircourse).

FOR INFORMATION

M. Felisa Verdejo is Professor in the Department
of Computer Languages Systems & UNED

E-mail: felisa@lsi.uned.es
UN ED NL P Group: http://sensei.|si.uned.es/NLP
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New Members
(continued)

Neur oxoft: Theory and Practice

Cezar y Grzegorz Dolega, | - s e~y {9 effective  recognition  tool
W oclaw, Poland N e N N _,/I_" i (patticulaty for continuous
speech recognition).  Such a

Neurosoft was established in December 192 & a
privately-onned company with headquarters in Wroclaw
(Poland). From the outset, Neurosaft has worked in close
cooperation with the Polish scientific community,
especidl ywith the Instituteof Eng neering Cyber netics of
theWroclaw Universty of Technology and the | ngtitute of
Computer Science of the Universty of Wrodan Our
work in NLP technology is systemdicaly verified by
experts from the Polish Acadeny of Science (Inditute of
Compuer Sience in Warsaw) and Warsaw University
(Institute of Polish Languege).

The primary (and ultimate) god of Neurosoft is to find
prectica applications for some of the theoreticd idessin
the subject of Artificid Inteligence (Al). We believe
perhaps alittle naively, that “the mog practicd thing is a
goad theory”. The name “Newrosoft” comes from
artifidd neura networks the most promisng Al concept
of theerly’90s The first two projects we were involved
in concerned speech synthess and recognition, and
document processing (OCR, ICR), and were the
continuation of research projects tha had been conducted
a thel ngitute of Engneering Cybernetics. Asaresult, in
1994, Neurosoft completed its firs commercid product,

SynTal k®, a text-to-gpeech (TT synthesis software for
the Polish Language. Today SnTdk isthe mog popuar
TTS software in Poland (with nearly 60000 licences sdd
and over 5000 registered wsers) and runs on severa
plaforms (M SWindows PDA, Lirux, QNX).

In comparison to gpeech synthesis speech recognition and
document analyds gpeared to have far more complicated
problems  Since 1992 Neurosoft has performed many
research tasks relatingto the recagnition process. A unique
neurd network architecture has been condructed —
Spatiognitron (spatiotempora and hierarchicd ANN
based onthe Time D lay N eurd N etwork concept) —whidh
performs segmentation-free recognition of a continuous
signd, i.e., continuous eech (time damain) or continuous
writing (spetid domain).  Spatiognitron has been
successfully goplied to low qudlity printing recognition.
Hownever, the reallts of experiments indicated thet the
“single neurd network” solution is | ess effective than the
“multi-expert” method, which involves both the neura
network and the gructurd recogniser. Building on this
knowledge, & the beginning of 1997 N eurosoft launched

itssecond commercid product, Neur osoft Bl P® whichis
aspecidi sad document andysis and OCR engne.

Five years of intensve work on speech and writing
recognition have emphagsed to us the dear requirement for
an alvanced, high-leved output-verification modue in any

module hasto utilissany contextud information available:in
generd, this islexica, syntactic, and samartic information.
Moreover, there must be ome kind of feedback from the
output-verification moduew hich changes the parametersof
the low-levd recognition stage.  The gpplication of NLP
techniques seems to be the mog naturd and practica
olution here NLP methods ae dso very helpful in speech
synthesis.  the speech prosody generation agorithm
(cumently devdoped as a pat of the SynTalk 20 project)
gplies gyntactic decompasition datato the intia output.

In 1994 Neuroft began the condruction of language
processng tools to facilitate high-leve verification. The
fird tool, a dmple dctionarybased proding module
(which used a complete dictionary for Polish), produced
too much amhiquity. For that reason, Neurosaft decided
to buld a more sophisticaded mechanism involving
gntactic and semantic andysis. In Bnuary 2000 the first
verson of anew commercid product, Neur osoft Gram,
gpeared on the market. This was primaily a typicd
morphologica anayser dedicated to the Pdish language,
and cgpableof performingsudc tasks astext segmentaion
(sentence and word decomposition) and part-of-speech
tagging We discovered fairly quickly tha such a
morphologica processor could be successfuly integrated
with ful-text search engnes, which nealy dways have
problems with processing Polish. The current version of
Gram has been extended, with its new features hdping
developersto integrateit with search engines

Neurosoft is still looking for new goplications for its
products Over the last two years we have been
devel oping a new system, Neur osoft L ex, whichisaset
of speciaised toolsfor processing legal data, and whose
main goal is to provide accurate and instantaneous
information on legal reguldions in RPoland.

FOR INFORMATION

Cezary Dolega is Head of the R& D Department at
Neurosoft

Email: cezar@neurosoft.pl
Neur osoft Web Site:  http://www.neurosoft.pl

Neur osoft Gram demo (in Polish) is available online
a http://wwwneurosoft.pl/gram. Several Internet
portals and Polish search engines currently use Gram
(eg., NetSprint.pl)

Neur osoft Lex is available online (in Polish) at
http://serwis-prawnypl , but a version for German
Law and EU regulationsiis also being prepared
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Integrating JFoeech Technology In
(Language) L earning:

Review of InSTIL

2002

Steve Lar occa, US Military Acadamy (USMA); Kathleen Egan, DARPA; Fenfang Hwu, Bowling
Gr een Sate University, Ohio; and Philippe Delcloque, Martheste Siate Ente prig Centre

Thefirg InSTIL event on American il took place on
March 26-27 in Davis neer San Francisco, Cdifornia, asa
satellite event of the lage USA Computer Assisted
Language Learning (CAL L) Conference, CALICQ The
two-day programme included an introductory seminar
and an advanced wor kshop on the integration of speech
technologies in language learning  Many presenterswho
had previousy been a the 1998 Sheech Technology in
Language Lear ning conference (STiL L '98), Marholmen,
Sweden and InSTIL 2000, Dundee, Scotland had made
the trip to Cdifornia, thus forming a link between two
famous bridges— the Forth Road Bridge and the Golden
GateBridge. One of the early spegkers pointed out how
fitting the location was for agroup born in Edinburgh
which continues to build abridge between the CALL and
Speech communities. The event was sponsored by
BetterAccent.com, SRI Internaional, and leading CALL
publisher Svets& Zetlinger.

Presenters came from
dl pats of the gobe;
in particular, Europe,
North America, and
Jpan.  Universities
repreented induded
Gifu, Kyoto, Nancy,
Nijmegen, San
Francisco, Tokyo,
UMIST, and West
Chester.  There were
many  paticipants
from the USA
diplomatic and
defence egablishment,
including the USMA a West Foint. A number of
companies and commercid pla/erswered 0 represented;
namely, BlueShoe Inc., Extempo Systems Inc., Ordinae
Corp., SRl International, Sehdal nc., and Viragel nc.

Thr ee early pioneers from the USA.
From left to right: Farzad Ehsani,
Kathleen Egan, and Steve Lar occa

The introductory seminar covered the major thematic
areas in the field: automatic speech recognition (ASR);
audio synthesis; audio-visua (A-V) synthesis including
Taking Heads; visudisation; and virtual redity (VR)
prototypes The contents of the one-and-a-half day
advanced workshop marked a dear progression from
September 2000 in Dundee

In the morning seminar, Kristin
Precoda from SRI gave an
indght into the

differences between J

how machines and -
humans perceive
language in a paper
entitted ASR A
different way d hearing,
o, why dd it o thet?
Precoda provided a
solid framevork for
underg¢anding and
designing  language
mode sthat will make
the most of the
technology. Thefind
contribution to the
seminar featured the
work of Deldoque
Hwu & al. on the
History of Spech Technology inLanguage Leaning, exhibited in
Europe in 2001, which alowed participarts to take stock
of wha had been achieved inthe lag 40 years.

Kristin Pr ecoda from SRl (left) and
Fenfang Hwu (right). Hwu wasthe
chief researcher for last year's
History of STiLL

The  opening
keynote gesker
in the advanced
workshop, Jred
Bernsten from
Ordinae, kidked
off with an
explanation  of
the ue of ASR
in language
testing  InSTIL
Board member
of the ISCA
congtituengy and early pionear of ASRin CALL, Jred
was adso asked to mekethetraditiona after-dinner gpeech
a thelnSTIL socid event held a theend of the first day.
His witty contribution covered the part plajed by the
West Coast |aboratories researchers and commercia
entitiesin the devel opment of speed recognition.

" v el Bernetsin giviy his qpening talk

Pronunciation training stietegies utilising ASR were
addressed at both theoretical and practica levels by
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Summer School
Reminder

Precoda, Tsubota, Raux, Cavalli-Sforza, Jacome, Ehsani,
and Koster, who all represented talented multi-authored
teams of researchers The early part of the workshop
was devoted to recagnition.

The growing strength of prosody research in CALL was
demonstraed in pgoers on dress rhythm, and
intonation by Molholt, Hamel, Girard, and Minematsu,
featuring the wuse of gnthesis as well as
segmental/suprasegmental visualisation. There were
also excellent contributions on speech enhancement and
manipulation, such as the work of Balci, Colotte and
Bonneau from Nancy, France.

The importance of quality feedback was discussed at
length by several teams of presenters Neri presented
the work carried out in Nijmegen; Ishi et a spoke aout
their work in Tokyo, and Voce described work under
way a UMIST in Manchester.

A rdatively new area
of work included the
use of animated
agents, avatars and
generaly VR in
CALL. HayesRoth 3
from Extempo and
Delcloque from
UMIST  disussed
such developments
The other equaly new
areaistha of content
extration usng ASR: Tanakaet d. and Melino & Egan,
respectively, gave papers which covered research in this
area in Jgpan and the USA.

Philippe Delcloque

The InSTIL workshop was once again a small, dedicaed,
and convivid forum for a focuseed dscussion on this
expanding areaof speech reseach. It dlowed presenters
and participants to have in-depth debates on the various
speech recognition toolkits on advances in gynthess, and
other technologies which underpin the gpoken-language
interface |t was noticesble that issuesof integration are
a thef orefront, with examples of reading tutors distance
learning speech-to-speech trandation devices interview
tools and 0 on. Lessfrequently learnt languages are do

Reminder and New Deadlines

The 10th ELSNET European Summer School on
Language and Speech Communication, whose topic
isthe Evaluation and Assessment of Text and
Speech Systems will be held in Odense, Denmark,
July 15-26, 2002.

Deadlines for pre-registration and grant applications
have been extended.

For details, vist http://summerschool 2002.nis.sdu.dk/

appearing, with encouragng research in Arabic for
instance. The importance of speech technology within
the field of CALL can now no longer be underestimated.
The man conference itsdf, CALICQ, fedured some
excdlent work in the fiedd and an exposé on the relaive
merits of authoring systemswhich integrae ASR, such as
Authorware, Wincalis, and thevery complete Bluegas

INSTIL 2002 ended with avision of the present and the
future gven by closing Keynote Speaker Philippe
Deldoque who also informed the audience that a
special session on STiLL will be held & the forthcoming
ICSLP conferencein Colorado, September 16-20, 2002.
Philippe also announced the pubication of the InSTIL
joumal later this year and the location of the next two-
day InSTIL Symposium which is sure to atract a
gowing number of presenters Organised by InSTIL
Board member Rodolfo Delmonte, thiswill take placein
June or October 2004 inVenice, a place where more
bridges can be found! It lookslike some InSTILIersare
already induding thisin their busy diaries.

This short reviev cannot giveful credit to al presentersand
their co-authors For ful detals of dl the contributor s the
reader isinvitedto visitthe new InSTIL web ste(seebdow).

FOR INFORMATION

Colonel Seve LaRocca isdirector of aresearch cdl
in the Department of Foreign Languages a the US
Military Academy; West Point, USA

Dr Fenfang Hwu is an Assigant Prof essor of Spanish
linguistics in the D epartment of Romance Languages
& Bowling Green Sate University, Ohio, USA

Kathleen Egan is Principd |nvestigator in Speech
Technologes @& DARMA's Office of Advanced
Information Technology in Washington, USA

Dr Philippe Deldoque, founder of InSTIL, is
curently Senior Enterprise Academic a the
Mancheger Science Enterprise Centre, UK

Arny comments or queries to Philippe D ddoque

Email: pdeclogue@msecacuk
Web:  http://www.instil.org

INSTIL is a Specid Interest Graup (SG) asodated with
ISCA (he Internationd Speech Communication
Asocidion), CALICO (the Computer Assiged Language
Ingrudion Consortium),and EUROCALL (heE uropean
Asocigion for Computer AsSged L anguege). 1t hes been
running snce 1996 (and used to beknown as CAPITAL).

InSTIL web site: www.instil.org

ISCA web site: www.isca-speech.org
CALICO web site: www.calico.org
EUROCALL web site: www.eurocall.org




Speech Resear ch and Technology In
Kaunas University of Technology

Algimantas Rudzonis, Kaunas University of Technology

EL SNews invited Dr Algimantas
Rudzionis, Head o the Speech
Research Laboratory a Kaunas
University of Technolog, to give us
anidea of thework being done there
in Speech Technology. Dr Rudzonis
has written us this report, which
discusses their relevant work — both
past and present.

Research in various fields of speech processing spans
almost three decades in Lithuania, with different
ingtitutions speciaising in different fields of speech
technology. W hilst Vilnius University has specialised in
Lithuanian text-to-speech synthess the Speech
Research Laboratory of Kaunas University of
Technology (KUT) has concentraed on seech
recognition problems. Indeed, this was the largest
research group involved in the Lithuanian language
during the Soviet time.

Alternatives of Phoneme Discriminaion

Even today; after some years of researchinthefield, the
perf ormance of speech recagnition agorithms barely
approaches that of humans At KUT we believe that
automatic speech recognition can be improved by using
advanced phoneme discrimination methods.

Most of the existing speech recognition algorithms
make the assumption that the phoneme is best
represented by the set of frames which could be
mapped onto a given Hidden Markov Model (HMM)
state.  Unfortunaely, the relationship between the
HMM state and the phonetic unit is not clear. Over the
years we have developed a number of methods that
have led to improved overdl results in gesch
recognition:

e the dichotomy-based method — this being a
modification of the Fisherdiscriminant method,
combined with the subspace principle, in which the
basic phonetic unit is considered as a gven
consonant—vowel duster.  Our experiments
involved the analysis of the consonants ‘M’, ‘N’,
‘V’, and ‘'L before (or after) the mostly contrastive
vowels ‘A, ‘U’, and ‘I in English word pairs. eg,
“might — night”, “moon — noon”, “mega — neat”

* the projection-based method (PRJ), which allavs
the automaically detected consonant-vowel

transition to be exploited more widely. PRJ wes
developed as a phonetically motivated alternative in
phonetic recognition,in whid only asmall number
of automatically determined stationary and
transitiona fedure-vector pars ae taken into
account. The number of feature-vectors is very
close to the number of phonemes or significant
acoustic events in the whole utterance

 the application of statistical classifiers (neural
nets Fisher-discriminant analysis, etc) with high
discrimination capabilities. In fact, we postulate
that thelocal discriminaion cgpabilitiesof the most
popular cotinuousdendty HMM-with-Gauss an-
mixtur es model should be similar to the capabilities
of the k-means classifier . Our initial experiments
with different classifiers used the dichotomy-based
method, with later experiments introducing the
regularised discriminant analysis (RDA) ,which
uses singular vadue decomposition and
regularisation of eigenvalues and eigenvectors. The
sinde-layer perceptron has d< been wsed for
dassification

* the expansion of the feature set for phoneme
recognition. Our experiments showed improved
results when the widely-used mel-scale cepstrum
(MFCC) features were supplemented with feaures
derived from recursive digital filters

The Projection Algorithm

We have found the results of our experiments on the
projection algorithm particularly encouraging In initial

tests for speaker-dependent isolated speed recognition,
the algorithm outperfomed dynamic time warping (the
error decreased about twofold) using the same
phoneticall y segmented features. In later work, the PRJ
agorithm based on contiruous features was improved
by introducing the averaging of several pronunciations
of the same utterance and combining the cepstrum and
the recursive filter feaures to form a single fegure
vector. The speaker-dependent isolated word
recognition error decreassed linearly with increasing
number of the averaged utterances. Finaly, the PRJ
algorithm was adopted for fully phonetic speech
recognition when word reference is represented by its
phonetic transcription. In the best case 99.1%
recognition accuracy was achieved using between six
and eight clusters per phonetic event. Phonetic training
isvery important, so contextual environments should be
covered as much as possible. >
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The home of Kaunas University of Technology

The Dichotomy-based Method

The initid encouraging expeiments on speaker-
independent discrimination of consonants‘M’, ‘N’, ‘V’,
‘L before vowels‘A, ‘U’, ‘I' were performed over the
period 1985-90, using high quality speech. It was
observed that for the discrimingion of consonants
before open vowel ‘A’ to achieve discrimination accuracy
of about 2%, it is sufficient to use just the stationary
part of the consonant. Similar discrimination accuracy
before vowel ‘U’ could be obtained by joining the
stationary part of the consonant with the transitional
consonant-to-vowel segment. In the most difficult case
when a consonant precedes the dosed vowel ‘I' much
more detailed description was needed.

More recently, similar experiments have been repeaed
using telephone qudity speech, simultaneously
compaing the k-means and RDA goproaches The
recognition accuracy decressed from 21.6 % f or k-means
to 3.6 % for RDA in the open vowd ‘A’ context, and
from 27.9 % to 11.4% in the closevowd ‘I' context.

Incorporating these Improvements into Speech
Recagnition Algorithms

The improved phoneme discrimination methods tha
have been deeloped & KUT would be expected to
improve the performance of speech recognition
systems into which they could be incorporated. T here
are a number of waysin whid this could be done: for
example, the phonetic discriminants could serve as
additional features for contiruous-density HMMs in a
similaa way to ddta (or delta-ddtg features
Alternatively, the disrete phoneme discrimination
outputs could be used as the basis for additional small
discrete HMM word reference, and so on.

¢ Other Recent Wor k
at KUT

i« In addition to our
work on phoneme
, discrimination, there
are other areas of
reseach in which
KUT has recently
2 been involved:

* the collection of a
Lithuanian speech
database called
LTDIGITS. This
contans digit
names control
words isolated
“nasal-vowel”
syllables, and the
same syllables in
continuous phrases

» the devdopment and implementation of a
stenography system for the Lithuanian
parliament. The am of this is to assist the
stenography process by controlling the playbad of
pre-recorded speech simultaneously with text
collection from the Word text editor. This system
could be modified for use by journdists, crime
investigators foreign language studies medical
purposes, €etc.

We are currently involved in the development of the
follaving national projects:

* Lithuanian text-to-speech synthesis and recognition
for disabled people (web browsng by woice,
internet reading by wice, voice driven on/off
switching of electrical devices)

* voice-based services for Lithuanian Telecom and
mobile service providers (answering machines,
interactive voice response gystems spoken
language interfaces).

FOR INFORMATION

Dr Algimantas Rudzionis is Head of the Speech
Research Laboratory @ Kaunas University of
Technology in Lithuania. The group participates in
the Europeen COST 278 “Spoken Language
Interaction in Telecommunication” programme

Email: arud@mmlab.ktu.lt
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May 27-June 2

May 29-31

June 10-12

June 10-21

June 17-21

June 23-July 6

June 24-25

June 28-29

July 1-3

July 6-12

July 7-12

July 15-26

July 22-23

July 23

July 27-31

Future Events

Wohikshgosinassaation with LREC 2002 Las Palmas, Spain.

There are 19 highly relevant pre- and post-conferenceworkshops coveringmany aress related to
language resources and evaludion. For detals, see “Workshops’ link on main conferenceweb ste.
URL: www.Irec-conf.org/lrec2002/

3rdInternational Corfer erte onL aguag Resarcs and Evaluation (LREC 2002): LasPamas Spain.
Email: Irec@ilc.pi.cnr.it URL: wwwirec-conf.org/Irec2002/

The Inter national Semantic Web Conference  Sardinia, Italy.
Email: missikof@iasi.rm.cnr.it URL: iswcsemanticweb.org/

The LOT (NehalandsGraduate Shal of Lingigics Summer Stod 2002 Nijmegen, TheN etherlands.
Email: lot@let.uu.nl URL: wwwilot.let.uu.nl/

| SCA Tutorid and Reserch Warkshgp (ITRW) on Multinoddl Didogue inMahile Environments (IDS02):
Kloster Irsee, Gemany.
Email: laila@nissdu.dk URL: www.sgmedia.org/ids02

NATO Adiarced Study Summer Shanl on Dynarrics of Seeech Prodletion and Perception: [ Ciocco, Italy:
Email: as2002@ebireorg URL: www.ciocco.it/

Indo-Eur opean Conference on Multilingual Communication Technologies: Pune India.
Email: iemct-contact@cdacindia.com URL: www.cdacindia.com/iemct

Internetiond CL ASSWakdopan Naturd, Intelligat, and Effective Interadion inMutinrocil Didog e Sygems
Caopenhagen, Denmark.
Email: kuppevet@imsuni-stuttgart.de URL: wwwdass-tech.org/eventsNMI_workshop2.html

The Second Inter national Natural Language Generation Confer ence (INLG2002): Ramapo mountains
(near New York City), USA.
Email: rambow@research.at.com  URL: inlg02.cscolumbia.edu/

Woikdopsinassdation with ACL.'02 Philadelphia, USA.

There area number of relevant pre- and pog-conference workshops associaed with ACL '02
For details see “ Conferenae Workshops' link on main conferenceweb ste.

URL: www.ad02.0rg

40th Amiversary Meetirg of the A saiatian for Canputational Lirguidtics(A CL"02): Philadelphia, USA.
Email: joshi@linc.cisupenn.edu URL: www.ad02.0rg

10th ELSNET Eur opean Summer School on Language and Speech Communication — Evaluation and
Asessment of  Text and Speech Systems Odense, Denmark.
Email: hemsen@nissdudk URL: summerschool 2002.nissdu.dk/

Inter national Wbrkshop on Computational Approachesto Collocations: Vienna, Austria.
Email: colloc02@oefa .at URL: www.ai.univieac.a/collocO2/index.html.

Wakshopon Smartic Authorirg, A nrotation, & Knowledge Markup (SAAKM 2002) (in conjunction
with ECAI2002): Lyon, France.
Email: handschuh@aifbuni-karlsruhede URL: saakm2002.aifb.uni-karlsruhe.de

The Fifth Teaching and Language Cor pora Conference (TALC 2002): Bertinoro, Italy.
Email: talc@ssimit.unibait URL: www.ssimit.unibo.it/talc

Thisisonly asdection o events— seehttp:.//wwwelsnet.org/cgi-bin/el snet/eventspl for details of more events

Spring
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dand

15



mailto:talc5@sslmit.unibo

16

ELSNET
Office

Steven Krauwer,
Co-ordinator

Brigitte Burger,
Assistant Co-or dinator
Monique Hanrath,
Secretary

Utrecht University (NL)

Task Groups
Training & Mohility
Gerrit Bloothooft,
Utrecht University (NL)
Koenraad de Smedt,
Universty of Begen (NO)

Linguistic & Speech
Resour ces

Antonio Zampolli,
Istituto di Linguistica
Computazionae (I) and
Ulrich Heid, Stuttgart
University (D)

Research

Niels Ole Bernsen,NIS
Odense University (DK)
and Joseph Mariani,
LIMSI/CNRS (F)

Executive Board
Steven Krauwer,
Utrecht University (NL)
Niels Ole Bernsen,NIS,
Odense University (DK)
Jean-Pierre Chanod,
XEROX (F)

JoseM aiaCavanillas
SEMA (E)

Bjom Granstrom,

Royal Ingtitute of
Technology (S)

Nikos Fakotakis
Universtyof Patras(EL)
Ulrich Heid,

Stuttgart University (D)
Denis bhnston, BT
Adastrd Pak (UK)
Jseph Mariani,
LIMSI/CNRS (F)

Jbsé M. Pardo,
Polytechnic University of
Madrid (E)

Tony Rose, Reuters (UK)
Geof frey Sampson,
Univerdty of Sussex (UK)
Antonio Zampolli,
University of Pisa(l)

The ELSNET Participants

| Consiglio Nazionae delle Ricerche D IBM Deutschland
i 1 | Universitadedi Studi di Pisa D DaimlerChrysler AG
Academic Sites | IRST, Trento D aspect Gesellschaft fir Mensch-
A A ustrian Research Institute for Artificial | Consorzio Pisa Ricerche Maschine Kommunikation mbH
Intelligence (OFAI) | Fondazione Ugo Bordoni D Grundg Professional Electronics GmbH
A Vienna University of Technology IRL Trinity College, University of Dublin D Novotech GmbH
A University of Vienna IRL University College Dublin D Verlag Moritz Diesterweg GmbH
B University of Antwerp -UIA LT Inst. of Mathematics & Inf ormatics D Sympalog Speech Technologies AG
B Katholieke Universiteit Leuen NL Utrecht University D Varetis Commnunications
BG Bulg. Acad.Sci. - Ingtitute of Mathemaics ~ NL University of Amsterdam (UvA) D Langenscheidt KG
and Informatics NL University of Nijmegen DK Tele Danmark
BY Belorussian Acadeny of Sciences NL Foundation for Speech Technology E SchlumbergerSema sae
CH SUPSI University of Applied Sciences NL Tilburg University E Telefonical & D
CH University of Geneva NL University of Twente EL KNOWLEGDE SA.
Ccz Charles University NL Eindhoven Uni versity of Technology F Memodaa
D Universitat Stuttgart-IMS NL Universiteit Leiden F Xerox Reseach Centre Europe
D Christian-Albrechts University, Kiel NL Netherlands Organization for Applied F LINGA sarl.
D Univer sitét Hamburg Scientific Research TNO F Systran SA
D Inditut fiir AngewancteInformationsforstung ~ NL University of Groningen F VECSYS
D German Reseach Center for Artificial NO University of Bergen F SCIPER
Intelligence (DFKI) NO Norwegian University of Science and F Aerospatiae
D Universitaet des Saarlandes Technology F TGID
D Uni verstét Erlang en-Niirnbery -FORWISS P University of Lisbon FIN Kielikone Oy
D Ruhr-Universitast Bochum P New University of Lisbon FIN Nokia Research Center
D Universitét des Saarlandes CS-Al P INESC ID, Lisbon HU MorphoLogic Ltd.
DK Center for Sprogteknol ayi PL PolishAcademy of Sciences | LOQUENDO
DK University of Southern Denmark RO Romanian Acadeny | OLIVETTI RICERCA SCpA
DK Aalbor g University RU Russian Academy of Sciences, Moscow LV TILDE
E University of Granada S KTH (Royal Institute of Technolagy) NL Compuleer
E Universita Autonoma de Barcelona S Linkdping Uni versity NL Knowledge Concepts BV
E Universidad Nacional de Educacion a UA IRTC UNESCO/IIP NL Sopheon NV
Distancia (UNED) UK The Queen's University of Belf ast NL IP Globalnet Nederland BV
E Universidad Rlitecnica Madrid UK Leeds University PL Neurosoft Sp. z.0.0.
E Universidad Rlitécnica de Catalonia UK University of Sunderand RU ANALIT Ltd
E Univer sidad Rlitécnica de Valencia UK University of Cambridge RU Russicon Company
EL Institute f or Language & Speech UK University of Sheffield S Sema Infodata
Processing (ILSP), Athens UK University of York S Telia Promotor AB
EL National Centre for Scientific Research UK UMIST, Manchester UK Imagination Technologies plc
(NCSR) ‘Demokritos , Athens UK University of Essex UK Canon Resear ch Centre Eur ope Ltd
EL University of Patras UK University of Edinburgh UK Sharp Laboratories of Europe Ltd
F LIMSI/CNRS, Orsay UK University of Sussex UK BT Adastral Rark
F LORIA, Nang UK University of Brighton UK ALPNET UK Limited
F Université Rul Sabatier (Toulouse I11) UK University College London UK 20/20 Speech Ltd
F Université de Provence UK University of Ulster UK Reuters Ltd
F Inst. National Polytechnique de Grenodle UK University of Dundee UK Vocalis, Ltd.
F IRISA/ENSSAT, Lannion UK Hewlett-RFackard Laboratories
GE Thilisi State University, Centre on Industrial Sites UK Logica Cambridge Ltd.
Language, Logic and Speech UK SRI Inter national
HU Lérand Edtvds University D Acolada Gmbh
HU Technical University of Budgpest D Philips R eseach Léboratories

What isELSNET?

ELSNET is the European N éwork of Excdlencein Human
Language Tedhnologies ELSNET is gorsored by the
Human L anguage Technolagesprogramme of the European
Commission; itsmain dbjediveistofaoster thehuman languege
technologes on a broal front, creding a platform which
bridges the gagp between the returd language and geeth
communities, and the ggp between academiaand industry.

EL SNET operatesin an internationd context acrossdstipline
boundaries, and deds with d apects of human
communicdion reseach which havealink with language and
speech. Members indude public and privee research
inditutions and commercid compenies involved in languege
and speech technol ogy,.

ELSNET amstoencourggeand suppart fruitful collebor dion
between Europe's key payers in reseach, development,
integration, and deployment across thefield of language and
speech technology and neighbouring aress

ELINET seks to devdop an environment which dlows
optima exploitation of the availeble human and inteledud
resources in order to alvance the fied. To this end, the
Network hes estaldished an infragtructure for the sharing of
knowledge, resources problems, and slutions acress the
language and gpeech communities, and serving bath academic

and indugry It hasdevdoped variousgructures(committees
oedd interest groups), events (summer schools workshops),
ad srvies (webste emal lidgs ELINews information
dissemingion, knowledge brokeragg).

Electronic Mailing List

eaet-lig is EL N ET's dectronic mailinglist. Email sentto
daet-lig@letuu.nl is receved by dl membe ste contact
persons, aswdl &s other intereted paties This mailing lig
may be usad to announce activities, pog job openings or
discuss isueswhich are relevant to ELSNET. To request
additions/deletions/changes of address in the mailing lig,
please send mail to et @letuu.nl.

Subscriptions

Subscriptions to ELSNews are currently free of charge.
To subscribe, visit http://www.elsnet.org and follow
the links toELSNews and “subscription”.

FOR INFORMATION
ELSNET
Utrecht Ingtituteof LinguisticsOTS Utredht University,
Trans 10, 3512 XK, Utrecht, The N etherlands
Tel: +31 30 253 6039
Fax:+31 30 253 6000
Email: elsnet@elsnet.org
Web: http://www.elsnet.org
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