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Lively Discussions Behind Cloister

Walls

Impr essions from the | SCA Tutorial
and Research Workshop on “ Multi-
modal Diaogue in Mobile
Environments’, June 17-19, 2002

Andreas Kellner, Philips Research Labs, Aachen

T he baroque monastery of Kloster Irseeis situated in
Bavaria, or more precisely Swabia, about 0km South-
East of Munich and is just ashort trip anay from the
famous Neushwandein cadle Originaly bult as a

Benedictine doiger in the early 18th century, the
monastery complex, which adso comprises a wonderful
baroque church and a brewery, is now run as a
conferencehotd, and provided the perf ect stting for the
| SCA Tutorid and Wor kshop on ‘Muti-Modd Didauein
Mdoile Environments.  After the successful 1999
Workshop on Interactive Didoye in Muti-Maldl Sygems
(IDS-99), this year'swor kshop covered various aspectsof
spoken and multi-moda didogue systems with specid
emphasis on mobile environments but aso highlighted
generd chalenges of multi-modd user interface
technology. More than 60 researchers from 15 different
countries (incuding Germany; the Netherlands, Sweden,
USA, Jpan, and Austrdiag) had come to Bavaria to
discussthe latest devdlopmentsin this fie d

T he three-dgy workshop garted with akeynate gpeech by
Anthony Bmeson from the Ger man Research Inditutefor
Artificid Intdligence (D FK1), who used the example of a
speech-controlled cell phone to demonstrae some
important usability isuues that arise in multi-tasking
Stuations with multi-modd user intefaces  Jameson
emphadsd that beddes tedhnologcd isuues a deep
underganding of user behaviour is crucid for the success
of muti-modd interfaces. A live demondretion of agaze
tracker gavean example of thekind of new methodology
necessar y to support thi s usability engineering

Kloster Irsee

From the technica dde, robust speech recognition isone
of themog important issues for muti-moda dialogues
especial yin mobile (and noigy) ervironments Inthe first
sesson of the workshop vaious goproaches to this
challenge wereproposed: lip-teading, multi-channd noise
reduction, and expl oiting Sructuresin language modedls

The poster and oral sessions that followed discussed a
number of important usability issues for multimodal
systems, such as the influence of the system feedback
onto the user’s reaction and the correct choice of an
animated feedbadk character. Several authors pointed
out the necessity of separating the generic dialogue
behaviour of a speech system from the task- and
domain-specific aspects, and presented different ways of
representing external devices and services and their
interactive behaviour. >
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The day ended with a perfect summer
evening in oneof theloca beer gardens |
where paticipants could test the
products of the monastery’s brewery.

Unfortunately, the designated keynote
speaker for the second day becameill |
and could not méeke it to the
workshop. So Sadaoki Furui from the
Tokyo Institute of Technology, the
current president of ISCA, bravely
jumped in and gave an inspiring talk
entitled Towards Speech Recognition in Real
Environments.  Furui proposed an
gpproach for handling the complexity
of  corversaional speech hy
integraing multiple information
sources in one huge search space

A number of pgoers and poger
presentations on this day made it clear
that mobile environments do not
necessarily mean car environments.
The participants demongrated various navigation
goplications for pedestrians and even some “mobile’
goplications in living-room scenarios Other
contributions focussed on the performance of existing
multi-modd technology in real -
goplications under the constraints
of current wireless networks

accompanied by live
demonstrations of an in-car &
navigation system and a multi-
modal user interface to an
€lectronic programme guide.

One of the tourist highlights of ==
the workshop was of course, the
guided tour of the monastery's
church, where Paul Heisterkamp
from DamlerChryder not only
trandated the subtle details of the
baroque at of living but ds
managed to drav some paraléels
between the Catholic dwrch in
those times and the big
multingional companies today.

Thefind day of theworkshop gated with a tutoria on
Seeh Reogition Mehalsandthar Potertia for Didlogue Sygams
in Mddle Environments by Hardd Huening from
DaimlerChryder. Hardd gave a comprehensive overview
of the gate-of-the-art in gpeech recognition and language
modelling technology and the oecific chalengesthat aise
for spoken language daogues in noisy environments. The
workshop ended with a st of presentaions on user
interface issues where, amongst other contributions
Sharon Oviatt from Oregon H edth and SciencesUniversity

Laila Dybkjaer , Sadaoki Furui, and Roberto
Pieraccini discuss the latest advances in dialogue
technology

Looking up to heaven... The workshop par ticipants experience the visual effects of the
fresco in the cupola of the monestar y's baroque entrance hall

demondtrated how childien adapt to the behaviour of
animaed characters in a science education task.

In the concluding plenary discusson, the quegion of

“killer-gpplication” for multi-modal

L e ) diadlogue systems was rased once

aggin.  Most of the perticipants
agreed that there's probably not just
one single gpplication or usage
scenari o that will push multi-modal
wser interfaces in the market, but
rather it will be the adgptivity and
flexibility of multi-modd sytems
that creates their advantages over
uni-moda solutions for specific
stuations There are still many
unansnered questions and a long
road ehead towards the ultimate
multimoda ddogue interface. Let
ushopethat when we comebackto
the doister sthree years from now,
in 2005, for the next Kloster Irsee
workshop wewil | ssehow much of
the potentia of thistechnology has
already made it to themarket.

FOR INFORMATION
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D’Homme:

Dialogues In the

Home M achine Environment

David Milward, Linguamatics Ltd, UK

Home devicesare becoming ever
more  <ophisticated,  and
incressing numbers of devices
can be contrdled across ahome
network. Automatic curtains,
security sysems and integrated,
distributed audio/visudl sysems
are dready available and can be
controlled from a negter cortroller
such @& a home computer or dedicaed remate control.
How ever, theseinterfaces ae nat aradica improvement on
exiging homecontrol devices (eg., a TV remae control)
and may be sem & more complicated to useas they control
many devices Moreintutive, naurd interfaces arerequired.

A goken interfaced lows users including theelderly and
disabled, to better exploit the benefits of sophisticated

devicesin anetworked and programmable home With a
spoken interf ace we can query multiple devices, eg., by
asking “Have | left anything on? as we exit the house.
We can control virtual devices eg, a TV comprising
separae speskers receiver, and <creen, as eedly as red

devices. Wecan dso uselanguage to progran devicesto
interact with each other, eg., “Turn on thehdl light when
the front door is opened”.

A spoken interface can aso be used to control services
without specifying which device or combination of
devices will achieve this: eg, “Cool the room to 18
degrees’ or “Show the football match from last night”.
A night mode or \acation mode might involve sophisticated
control of lighting, heating, blinds, and alarms

Once we have spoken dialogue-based control of devices
from within the home, remote control viathe telephone
is a natural extension. We can phone up the house to
ask if we have |eft the oven on, and then ask the house
toturn it off. Spoken dialogue isjust as well suited for
interactions initiated by the user and by the house: it
may be just as important for the devices to contact us
(eg, the burgar adarm, smoke sensor, etc.) as vice versa.

D'Homme was a oneyear EU-funded project desgned to
address the challenges in language understanding and
didogue management for controllingand querying multiple
networked devices from insideor outsde the home

T heoreticd work in D'Homme indudedinvestigation into
isues of plug-and-play: how do we adapt diaogue
management, interpretaion, and spesch recognition
(usng datisticad or grammar-based language modds) as
devices are moved around the hame, or new devicesare
added? It d= induded work on semi-automdtic

conversion from menuwbasad systems into didogue
gydems (eg, taking a video recorder's meru-driven
interfaceand converting it for naturd spoken interaction).

fluency

Practicd work induded the condruction of demonstrators
in Spani sh, Swedish, and Endish. The project used Smple
red devices (onoff or sdar devices eg, lights and
dimmers), and smulaions of sensors and more compl ex
devices such as VCRs The exanpe above shows a
simulaed hausein astate where the kitchen light is on.

D'Homme d<0 built a
portable demo for
controlling the lighting
in a wite of rooms a
the Telia Vision Centre
in Sockholm.  This
was condructed using
Lonworks X10 device
protocols

D'Homme gopped shart of issues auch as microphone
placement or goesker identification (it assumed theuse of
a mobile phone or hand-held remote controlless with
integrated microphones or a clip-on micrgphone for
hands-free us).

The partners in D’Homme were the Universities of
Goteborg, Edinburgh, and Sevilla, and the companies
SRI, netdecisions (the parent company of Huency
Voice Technology), and Telia

Theoretical Challenges

Mog current didogue sysems operde in an information-
seeking domain (eg, finding cusomer requiremerts for
bodkingathedreticket.) T hehome-control domain isvery
different and challenges many assumptionsabout theway in
which spoken didogue systemsshoud ke corstructed. >
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Dealing with plug-and-play issues, w here devices may be
plugged in and out of anetwork, providesacdallengeto
conventional approaches to language modelling and
knowledge management in dialogue systems.

User-initiated complex ommands eg, “Tum on the light
andthehesater”, which mayrequirefollow up,do nat fit eedly
into the formHfilling paradign exemplified by the current
standard for didague sygems VoiceXML. Device-initiated
interactions, eg, “The movement snsor in the garden has
triggered”, uggest amare event-driven goproach.

Plug-and-Play

System: Welcome to the VCR manayer.

User: Add a programme.
System: OK, add a programme
What channel do you want?
User: Channel one today from eight thirty to nine

thirty.

D’Homme also considered how users might set up a
diaague system in their ovn home, and investigated the
use of semantic networks and multi-dimensional
inheritance for maximal reuse of information across
device types and to embody necessary inferences (eg, a
dimmer isakind of light).

Thedevelopment of standards
such as UPNP dlows devices
to be plugged into networks
and to advertise ther
functiondity to other devices
In D'Homme we were
intereged in saing if it is
possible to provide similar
plug-and-play capability a the
linguidic leve: i.e, toprovide M
new devices with linguigic
resources (uch as a grammar
and ledocon) to dlow
automatic re-configuration of a home control didogue
system. Thiscuts across traditional modulaisation basedon
asingelexcon and granmear for the wholetask.

For speech recognition and, in particular, for language
modelling based on compiling a grammar into the
recogniser, D’Homme showed how it is possible to
adapt for plug-and-play by using a high level generic
grammar, with specialisation to the specific avallable
devices using a feaure system.

Speech Recagnition for Appliance Control

To provide accurate, speaker-independent recagnition
requires a grammar or a statistical language model for
the domain. D’Homme evaluated both gpproaches for
accuracy & the word level, individuad slot values,
sentence level, and full semantics T he evaluation was
performed on a reasonably substantial corpus of
utterances collected for the domain from users of
prototype demonstrator systems The grammar-based
system was good a providing a fully correct semantics
on utterances by trained users The staistical system
showed more graceful degradation and wes particularly
good when evaluated according to individual slot values.

Reconfigurable Did ogue and Knowledge M anagement

For complex devices, such & VCRs and mobile phones
D'Homme showed how existing knowledge from menu-
based sygems an bereusedto crededidoguesygems The
reaulting didogues can follow the origna menu gructure
and theuser d hasthe ability to take the initistiveand to
go immediately to alesf nodein themenu tres or to upply
information beforethe sygem aksforit. For example:

User Location: [JOut of the house MBack Bedroom MiFront Bedroom MiHall MiKitchen MlLiving Room

Device Initiative

A muti-modd demongrator (shown
left) was dedgned to illustrae event-
driven didogue management behaviour.
The wser can dik on a senwor to
smulde an event wuch & a snoke
ddector being triggered. High priority
eventswill interr yot a didogue eg:

User:  Turn off thelight
System: T he hall smoke detector has
been triggered

Information from other sensors eg., humidty sensors is
only presented to a user a theend of adidogueexchange.

m light, the kitchen light,

Alter native Approaches

There areexisting commercid products provi ding speech
recognition for control of networked homes These
dlow users to associate particular stringsof words with
particular commands or sequences of commands but
are not designed for interactive ddogue.

There is d0 a lot of interex in embedding speech
recognition within indivi dua devices, though this doeslose
the benefit of being able to communicate simultaneously
with mutiple devices.

Conclusions

Spoken didogue provides a naturd, universd interface for
networked home gppliances We ae currently working
towards deployment in commercid sygems

The home domain presented some very dexr research
chalenges and wewoud expecttha many o thetechniques
adopted herewill be applicdle outdde device control.

FOR INFORMATION

David Milward is CTO at LinguameticsLtd and was
co-ordinator of D'Hommewhilg & SRl Inter naiondl.

E-mail: david.mil ward@linguamaticscom

For moreinformation, project reports, lates demos and
an audio visud presentation, visit the D’Homme
Website: www.linggu.se/projekt/dhomme
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TheDictionary of the Future —
Some Proposed Extensions

Michael Zock, LIMS/CNRS, Fance

Dictionaries ae a vitd
component of any natura
B language processng system,
whether naturd or atificid. In
their modern dectronic form,
dictionaries have tremendous
potentid (which is largely
under-exploited),  provided
they are built in a way tha
alowsfor ther usenot only by
experts or machines but adso
by ordinary language users

Michael Zodk

Unf ortunately, despite the enormous interest in dectronic
dictionaries in generd and thesaurus-like semantic
networks (such as WordNet) in particular, little atention
has been pad to the language user. And yet, alexica
databaseisworthlessif thedata arenot (easly) accessble.

There are many possible ways to make a dictionary
useful for people in their daily tasks of processing or
leaming a language. For example, a dictionary fully
interfaced with a word processor would facilitate active
reading In such an environment, cliking on a word
could reveal itstransldion, itsdefinition, itsusage (in the
current context), grammatical information about it, its
spoken form, etc. (see Figure 1).

Text to study Translation

to do

ran A=lE AT OET,

PEE ISovELE BiEE LT GETH, shitogeru

Eukpa] FALEEZ TAhbh LT OET,

te-form of the verb suru
Yamada : Sumisu-san wa nani o shite imasu ka? Sentence pattern
Taneka Meeru o kaite imasu

Yamada Brown-san wa nani o shite imasu ka? [SUBIECT] wa [SOMETHING] o
Tanaka Honsha ni denwa shite imasu. [VERE te-form + imast]

Figure 1

Additionally, the development of tools that help the
user to identify the lemma (by ana ysis) or the inflected
form (by generation) would be very useful here.

Amongst other potentid improvements would be
functionalities to assist usersin:
¢ Reveding the word that is on thar mind (word azes)

» Memorising words, syntactic structures, and so on
(memorisation and automation).

The memorisation and automation of words in a
syntactic context could be supported by the use of
automatically cenerated exercises in conjunction with
flashcards This could involve the use of goal-driven,
template-based sentence generation: the choice of a
communicaive goal would trigger a specific sentence
pattern, which would then be instantiated by the words
chosen by the user. This method would facilitate not
only the generation of wordsin context (sentences), but
also the generation of exercises containing the words
and syntactic structures tha the user wants to memorise
or automate.

Access to words in electronic dictionaries could be
enhanced a grea deal. For example, if the dictionaries
were built like “mentd dictionaries’” (associative
networks akin to WordNet, but with many more
relations, in paticular at the syntagmaic axis), they
could assist people in finding not only nev ideas
(brainstorming) but also the word that's on the tip of
their tongue/pen. We have al been in this position —
looking for a word (or someone’s name) that we know,
but not being able to remember (access) it.

Work done by psycholog gs shows that people who are
in the above-mentioned date do know a lot aout the
word in quedion (meaning, number of syllables etc).
Also, the word they are producing or thinking of in its
plece has a lot in common with the target word (initid
letter/phoneme gntactic category, semantic fidd, etc.).
This being 90, it should be possible to exploit thisfact and
build a program tha could assg the spesker/writer by
reveding theword that is on his’her mind (tongue/pen).

The development of such a program could be guided by
speech error data which show tha words are stored in
two modes: by meaning and by sound. Either (or both)
of these can cause problems

The fact that access may be inhibited by grapheme or
morprene reversal can be used to find the correct
(intended) token. The following stegps may be necessary
to automate this process.

» Givenanincorrect input (e.g,"“poteaux” instead of
“topos’), make certain permutations and chedk in
the dictionary to see whether there is a candidae

* If thereisrit an alternative candidae, then convert
the graphemes into phonemes, perform the legal
permutations, and check again in the dictionary

>
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 If there is more than one candidate, then use
semantic criteria or domain knowledge (“bank” as
in geogragphy versus finance) to decide on the
priority of presentaion of atematives

« If thereisstill no candidate, then replace some of
the sounds by similar phonemes. eg., /p/ by /b/
or /m/.

Turning to meaning-based access problems, we start
from the following assumption:

the mntd ddiorery is a hue smartic retwork
composed of words (nodes) and associations (links), with
each being able to acti\ate the other.

Finding aword amounts

<-A KIND OF- to entering the network
clinic and folloving the links
sanatorium leeding from the source
nade (thefirg word tha
<-IS-A- N _ comes to your mind) to
mllltgy hoslgltal, » the target word (the one
psychidric hospital |y ire ™ Jooking  for).
Suppose you wanted to

ACTOR -
doctor find the word “nurse’
patient (tar get word), yet the only

nurse token coming to your
mind were* hospitd”. In

Figure 2a: Proposed candidates w)adcasedit;?angeg

grouped according to the natur e of category (chunks) all the

the link words  linked to
“hospital” (Figure 2a).

Put differently, the system would build internaly a
small semantic network with “hospitd” in the centre,
and as immediate saellites, dl the words having a
direct linkwithit (Figure 2b). If the candidateisin any
of theselids, the search stops — otherwise it goes on.
The user could ether take a word occurringin any of
the listsor anew token.

Some interesting questions arise in this practical
scenario. For example:

¢ What are the links or associations between words?

e Can we reasonably encode (all or some of) them
into a dictionary?

¢ Where should we look to obtan a list of
associations (Mel’ cuk’s work)?

e Should we alow for adding private inf ormation
(personal associations)?

e |sit possible to etract this kind of information
automaically by parsing an encydopedia or large
amounts of text?, and so on.

In summary, it seems tha builders of electronic
dictionaries are sitting on an untapped gold mine that is
still waiting to be explored and exploited. Yet there is
good reason to believe tha there is a market for
products that integrate more advanced ways of using
and accessing lexical informaion. Let's hope that we
will begin to see some of these ideas and methods being
incorporated into electronic dictionaries in the not-too-
distant future.

|sick personl

near-synonym

patient \
Eﬁof weat

~
/ actor treat

assistant]

isa

A
isa ako
isa )
ISi
military hospital

ynonym | psychiatric hospital I

\ actor
i A /

eal . i
institution | *+—is2 hospital actor doctor :—\ako gynecologist

/ FOR INFORMATION

ako

Michael Zock is permanent
researcher at the CNRS
working in the LIR group

ako

(Langues I nformation
physician Représentationg a LIMS,
Orsay, France.

Email: zockm@noosfr

Web:
www.limsi.fr/Individu/zock/

Figure 2b: Search based on propagation in a network (internal r epresentation)



mailto:km@noos

Strategy

Kenneth Church, AT& T Labs Research, USA

The field of Computaional Linguistics is doing better
and better! It used to be very difficult to prepare a talk
for a Computational Linguistics audience because the
field was so intedisciplinary tha there was amost
nothing tha you could assume that everyone would
already know. The field will really have arrived when a
course in speech and language processing is a normal
part of every undergraduae and graduage Computer
Science, Electronic Engineering, and Linguistics
programme — and we're a long way from tha. But
things are improving ... We now have several excellent
textbooks sudch as: Manning and Schiitze, Foundations of
Satistical Natural Language Processing, MIT Press 1999;
and Jurafsky and Martin, Speech and Language Pr ocessing,
Prentice Hall, 2000.

A quick search of the web shows that these textbooks
are being used across a wide range of universities,
including: Amsterdam; Berkeley; Brown; Charles
University (Prague); CMU; Colorado; Columbig;
Cornell; Edinburgh; Essex; Goteborg; Helsinki
University of Tedhnology; lllinois; IIT Delhi; Penn;
Rutgers, Saarbriicken; Sheffield; Stanford; Toronto;
W ashington; Utah; and more.

There were, of course, many othe obdacles that limited
the size of the fidd. It used to be hard to join in on the
fun because only afew large indudrid laboraories could
afford to collect large anownts of daa. Thanks to data
colledion efforts such asthe Lingustic Data Consortium
(LDC)  (wwwldc.upenn.edu/) and  ELSNET
(www.elsnet.orgy resourceshtml), and, of course theWeb,
dataisno longer theproblemit used to be. Of course, you
can never have too much of agood thing Baance isfine,
but Eric Brill (research.microsoft.com/~brill/Pubs/
HLT200L.pdf) and others are findng patterns in billion-
word corpora that could not befound in a“mere” million
words In other words as | BM usal to say, more ceta ae
better data. Those are still fighting wor ds but they don't
sound nearly as shoding asthey oncedid (how tha more
people havebeen adeto join in on thefun).

Toolsads used to be aproblem. | used to teach tutorids
a summer schools and conferences on Unix for Poets
(http://www.research.at.com/~kwc/publications.html),
arguing tha it was essier to do it yoursdf than beg a
computer officer for hep. | am redly happy to see tha
thesetutorias and tools haveimproved consderably over
the years and that they arenow fully integrated into many
of theuwniversty courses as wasdiscussed at an ACL-2002
workshop on Teaching NLP (www.eecs.umid.edu/
~radev/TeachingNLP) held on July 7 thisyear. Some of
these tool¢/tutorids can be downloaded off the web
(nltk.sourceforge.net/).

T hereis dways, though, morewe could do to promote our
field. We could learn a lot from Theoreticd Computer
Science. Historically, Theory hes pad more atention to
teaching than we have. They have dso worked hard on
strategy. There have been many srategy discussonsin the
theory community over the years. agood recent example
is wwwreseach.at.com/~dg/nsflist.html.  The theory
community regulaty exchange lists of open problems
dong with difficulty ratings. Students know before they
solve aproblem whether it i sworth aconference paper or
a sperstar avard.

Many organisdions in universities industry, funding
agencies, etc.,, work hard on strategy. There are plenty
of examples on the web:

o www.nsf.gov/pubs/2001/nsf0104/strategy.htm
» www.darpa.mil/body/mission.html

* medg.lcs.mit.edu/doyle/publications/sdcr96. pdf
» www.gridforum.org/L_About/about.htm

It is had to say why drategy is important, but | have
noticed, at leagt within my own i nstitution, that groupsthat
work hard on strategy have grown and prospered over the
years. Stratggy is never as urgent asthe next conference
paper deading, but it is probably more important.

Organisations may or may not follow their own
recommendations.  The discussion that produces the
strategy document is extremely vauable nevertheless,
perhaps more so that anything that happens after the
document is finalised. Panels on strategy offer an
excellent forum for people to meet and look at the field
from a broader perspective In addition, the theory
community has observed tha even after the people
involved in the original discussion have long since
forgotten the outcome, the recommendations continue
to live on and influence and broaden the best and most
aggressive students for years to come

| have looked around for discussions of strategy within
our field. There areafew examples, though not as many
as there should be:

» www.elsnet.org/about.html and
www.el snet.og/r oadmap.html
» www.ldc.upenn.edu/ldc/about/Idc_intro.html
» www-nlpir.nist.gov/projects/duc/papers/
» LREC workshops (to order proceedings, see
www.Irec-conf.org)

The LDC link above was developed a decade ago and
was largely responsible for the succes of the
consortium. If more groups in our field put the same
kind of energy into strategy, | believe there would be
mor e success stories like the LDC. >
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Opinion (contd.)

New ELSNews
Editor

A ddlightful “near miss’ is Martin Kay's reflections on
ICCL and COLING (under www.coling.org). It
esteblishes direction for the format of COLING
conferences in a style that can only be described as
“classic Martin”. | wish we could somehow convince
Martin to write a document in the same delightful style
that would establish a direction for the field rather than
an amosphere for a conf erence.

The big question is what the content of this strategy
ought to be. It is natural to start with asurvey. There
are some excellent surveys out there, such as
cslu.cse.ogi.edu/HL Tsurvey/ (1996), which is currently
being updaed. We could then construct a list of core
areas by combining that survey with textbooks course
materials, conference proceedings home pages etc. In
addition, it would be good to construct a list of areas
that we might want to reach out into, such as areas
covered by closely related conferences on topics like
digtd libraries, daa mining, machine learning,
linguistics, information retrieval, arificial intelligence,
theory, and so on. A lot of work has been appearing
outside our standard venues, perhaps because of the
natural tendency to st rather narrow exclusive
boundaries These boundaries for instance put Jelinek
and Salton on the far side of the line for many years
For the long-term future of the field, we ought to
interpret Computational Linguistics as generously and as
broadly as possible — perhaps as arything concerned
with algorithmic processing of the form, interpretation,
or use of text, speech, or gesture.

I"'m thinking that we could produce something similar to
www.resear ch.at.com/~dsj/nsflist.html. In the end, |
would like to see a document that is largely focussed on
areas that you would expect to see in such a document
(topics covered by most textbooks courses and
conferences) but would also include some “hot” areas
where there is a lot of recent excitement, such as
biology, data mining and grid computing The
document should establish a rough consensus about
where the boundaries are, and wha novices should
learn, but do so in away that is as inclusive as possible
(and then some). | could tak e a steb at such a document
here, but rather than do that, | would hope that | could
encourage all of you to discuss these issues with your
colleagues during the summer conferences. Hopefully,
by the end of the summer we will be closer to a
consensus And then we can twist Martins arm to say it
as only he can say it.

FOR INFORMATION

Ken Church is Head of the Depatment of Data
Mining at AT& T Labs Research in New Jersey

Email: kwc@research.at.com

Web: http://www.research.att.com/~kwc

Farewell and Hall

Geoffrey Sampson

With thisissue of ELSNewswe say afond goodbye to
Jenny Norris, Editor snce March 2000. With her
family Jenny is aout to move to Orkney. For the
benefit of readers unfamiliar with UK geography;
Orkney is a scattering of beautiful North Atlantic
islands, severd of them inhabited: once Norse, they
were annexed by the King of Scotland 500 years ago in
lieu of an unpad dowry. Jenny is changng fied into
maine biology. She looks forward to Orkney as an
ided placeto bring up children, though she sayssheis
going to miss trees (on the islands there are hardly
any). We are going to miss enny.

Replacing her in the Editor’ s chair, as soon as formalities
can be completed, will be Lynne Cahill (pictured).
Lynne has a longstanding associgion with the
University of Sussex, having teken her bachelor's
master’s, and doctoral deyees here. Her first degree
was in linguistics and her master’s in cognitive studies
Lynne completed her doctorate (on the representaion
of morphological alter nations) under the supervision of
Gerald Gazdar, in 1990.

Since then, Lynne has
worked a Sussex both asa
research fellov and as a
lecturer in linguistics She
has recently returned to
Sussex after a four year
spell at the neighbouring
University of Brighton,
where she was involved
with  severd different
resear ch projects.

By

:
1
I!

Lynne Cahill

Lynne is a keen cridket and football fan (although she
doesn't participate) and dso enjoys designing and
making clothes mainly for her two children, Alice (11)
and Hannah (5).

The email address for ELSNews contributions and
correspondence becomes lynneca@cogssusx.ac.uk.

Welcome to the team, Lynne! We are looking forward
to working with you.
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Wireless M ultimodal

— the Next

Challenge for Speech Recognition

Roberto Pieraccini, SpeechWoks I nte retional, New York

T he increasing automation of cdl centres induding the
replacement of touch-tone interactive voice response
(I'VR) services with autometic ooken didogue systems is
an irreversideprocesstha darted afew years ayo, thanks
to companies uch as SpeechWorks Nuance, and Philips.
With the increased maket demand for wireless
communicaion, and the dginction between persona
telgphones and hand-hdd computers becoming fuzzier,
new opporturities and challenges are gopearing far the
speech  recognition  technology:. New wireless
communication devices, such assmear tphones and personal
digitd assistants (PDAS), are characterised by increased
computing power and high-resolution dslays. At the
same time, the third generation (3G) wirdess networks
which dlow the smultaneousflov of data and voice are
gradually being deployed across the gobe  However, the
ever-decressing 9 zeof wiidless portable devices prohibits
the use of regular keyboards and makes even limited
keypad use difficult. Mutimodd spesch and visud
interfaces are poised to become the interface of choicefor
persond wireless devices.

Server-based, Distributed, and Embedded Speech
Technology

Telgohony-based gpoken didogue applicdions rely today
on a srver-based architecture, with a 9mple telephone
handset dient and speech recognition server
communicati ngvoicesignds over the teephony netw ork.
With a powerful dient device and a digta network, it
becomes possbleto run gpeech recognition front-end on
the device itsdf, while performing the search on the
server: this modd has become known as Distributed
Speech Recognition (DR). One advantage of DSR is
the reduced bandwidth. Feaure vectors can be
compressed to between 4.8 and 9.6 kbps compared to the
64 kbps required for conventiona telephony speech. A
second advantage is that latencies can be lowered with
speech sgnd endpoint detection implemented on the
client. Perhgos most significantly, processng power on
the dient can be used to improve recognition accuracy
thr ough improved sgna processing, induding both noise
compensation and ahigher sampling rate than thetypicd
4kHz of thetd ephonebased systems  In view of future
deployments of DR technology, the European
Telecommunicaion Sandards Ingitute (ETS), has
created the Aurora Working Group to standardise the
D SR protocol by defining thefeature extraction methods.

With enough client-side memory and CPU power, we
can even embed speech recognition engines entirely into
the dient. A compromise might be hybrid systems,

where smdl or common
vocabulary speech recognition
is performed locally, while large
or dynamic vocabularies are
handled through DSR.

Multi-modal User Interfaces

Theavailability of agraphic user interfage (GUI) enriches
the user experience by providing fegures tha ae
complementary to thevoice user interface (VUI ) of speech-
only sygems In perticular, GUIsfacilitae the presentaion
of visud information that is difficult or impossbe to
dexribe verbaly (g, pictures or maps). Discourse
patterns that aretypica of speech-only gpplicdions, such as
confirmation and correction, re-try on timeout, list
navigation, etc, may be implemented rather differentl y with
a multi-modd interface. For indance list navigation for
long ad-hoc ligs or tebles which isimpracticd far spesch-
only systems is more effective
with avisud diglay. Theviaud
presentation of the current
gplication stae and available
options (eg., “Wha can | sy
now? ) hep the usa tocomplee
tasks The Fgure shows an
exanple of a wirdess
mutimodd pratotype developed
a SpeehWorks within the
DARRA Communicator project,
in collaboration with MapQuet,
Compag, and Lobby7 [1].

Ore o the chalengesof multi-moda user interfaces for
wirdess devices arises from the posshbility of adapting to
different stuations (situationalisation). At different moments
the user may be aubject to different condrants on the
visud and aurd channds (eg, waking whilg carrying
things, drivingacar, being in anoisy environment, wanting
privacy, etc). Similarly, the same gpplication could
potentially be used from devices having different
cgpahilities (eg., WAR display-less text-only, audio-less,
etc.). In the DARPA project, a smple user inteface
Situationalisation was done far speech-only veraus GUI-
only or mixed-mode, where the speech-only version of the
gystem has longer promptsin order to compensate for the
absence of visud prompting in the formsof highlighted
fiddsor menus The main chalenge of Situationalisaion
is in reducing the cog of dedgning different Uls for the
samegpplication ad in devisingstraeg esfor aaptingthe
Ul depending on the current situation. >

SIGdia Pge
(ACL Soecial
Interest Group on
Discourse  and
Dialogue)
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Architectures, Markup Languages, and Standards

In theface of agrowing multi-moda device and networ k
market, induding the advent of the 3G network,
companies and institutions involved in multi-modal
wirdess technology are concerned with architectural
standardisation issues Early praotypes have been built,
both having unique architectures and around current
standards, such as HTML for GUIs and VoiceXML for
VUIs  Synchronisation of HTML and VoiceXML
documents supports the development of fairly complex
multi-moda applicdions constrained by thelimitati ons of
thetwo ma kup language models and the need to mutually
refresh them. The SALT (Speech Application Language
Tagy extension to HTML provides additiond tags tha
support multimoda gpplications  There ae currently
morethan 20 companiesinvolved inthe ALT forum. In
February 2002, the World Wide Web Consortium (W3C)
formed aMutimodd Interaction Activity wor king group,
with the charter of creating the spedification for a multi-
modd standard by February 2004.

Conclusions

There is an eciting growth of activity surrounding the
development of GUI, VUI, and multimodal
technologies for wireless applications However, the
adoption and penetration of multimoda wireless
gpplications depends not only on the availahility of the
enabling technolagies, but also on other factors such as
the reliability and the cost of wireless digital networks

and the existence of standards supporting them. DSR
and hybrid approaches to speech recagnition promise to
lower the cost and increase the accuracy of gpplications.
Standards, such as those being determined by the SALT
and W3C working groups promise portability, scalability,
and the critical mass required to deploy applications.

References

[1] Peraccini, R., Carpenter, B, Woudenberg, E., Caskey,
S., Springer, S., Bloom, J, Phillips, M., “Multi-modal
Spoken Didag with Wirdless Devices'. In Proc of ISCA
Tutorid and Research Wbrkshop— M uti-maid Didlog in Mdale
Environments, Jne 17-19, 2002. K loger Irsee Ger mary.

FOR INFORMATION

Roberto Pieraccini is director of the Ndurd Didogue
Group a SpeechWorks| nternationd, and is amember of
SIGDid

Email: roberto@speechworkscom

Aurora Wor king Group: www.etsi.or g/f rameset/
home.htm?/technicalactiv/DSR/dsr.htm

SIGdial Website: www.sigdial .org
SALT forum: www.saltforum.org

W3C Multimodal Interaction Activity Working
Group: www.w3/2002/mmi

HLTheses. New Resear ch Repository

The Seechand Larguage Groupat The University d PatrasWire
Cammunicetions Laoraory (Departmert d  Eletrical and
Camputer Ergireering) hes lauthed a rew programme caled
HLThegs — a repository of informatian abat aurrent and pest
PhD researchinHL T, whichlodkssd t fecome anextremelyusefu
and irformative refererte tal. We hgee thet EL SNews readers
will take uptheirvitation b addtheir own dtailstothe te

Opening Announcement

HLTheses is a website devoted to current research in
Human Language Technology (HL T). Itisan ELSNET
initiative, co-sponsored by ISCA and EACL, aiming to
aid HLT researchers and promote their research by
providing information on relevant PhDs worldwide.
HLTheses contains extended PhD &bstracts (completed
and on-going), CVs and contact informaion of PhD
authors and researchers  The intention is for the site to
reference all PhD thesesrelded to HLT worldwide thus
serving as a stae-of-the-art guide and a place where
researchers can locate others who work in similar areas

Currently; only asmall number of abstracts are available
for viewing on HL Theses but the number is expected to
increase shortly.

Call for PhD Abstracts

HLTheses irvites al researchers holding or pursuing a
PhD in any area of Human Language Technology to
submit extended dstracts of their PhD theses (and
brief CVs) in order to be listed in the HLTheses
repository. The PhDs need not be completed: abstracts
for on-going PhD are equally eligible.

With plans for a large promotional campaign, PhDs
presented in HLTheses are expected to creae a grea
impact. Additionally, the intention is to produce anrual
printed volumes containing detals of the theses
completed every year, sorted by research area.

FOR INFORMATION
Visit the site at http://HLTheseselsnet.org
For detailed sbmission informetion, vist: hittp:/hltheses
el snet.org/informati on/subminfo/howsubmtheshtm

For mor e information contact Maria Vasiliou
Email: mvasiliou@wd.ee.uparasgr
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FASTY — A Multi-

to Text Prediction

Marco Baroni, Austrian Research Institute for
Artificial Intelligence (OeRAl), Vienna

Written communicaion and information exchange is a
vita factor in human society. Impairments whic lead
to a reduction of typing speed, therefore, severely
influence quality of life and cut off a person from equal
participation in the inf orméion society.

This problem is being addressed by FASTY — a European
project funded by the Fifth IST R&D Framework
Progamme. The project sated in Jaruary 2001, and will
run until December 2003 The corsortium is led by Fortec
— Viena Universty of Technology (Austria). The othe
partners are the Audrian Research Irstitute for Attificia
Intelligence (Audtria), FTB (Forschungsinstitut Technologie-
Behindertenhilfe, Ger many), the Departmert of Linguigtics
a Uppsaa Universty (Swveden), Multitd ASBL (Belgum),
IGEL GmbH (Germany), Elisabethirum Axams (Audtria),
[ kuT — Ingenieurbiro fir Kung und Technik (Germany),
and FacultésUniverstairesN are-Dame dela Paix Begum).

Since languages display ahigh degreeof redundancy, low-
speed typigs can be supported by Predictive Typing (PT)
systems.  Sudh gystems dtempt to predict subsequent
portionsof text by anadydng the text dready entered by
thewriter. Character-by-character text entry isreplaced by
making a sinde section as on & the desred word or
sequence is off ered by the sygem in the sdection menu.

State-of-the-art programsfor PT dam Keystroke Saving
Raes (KSR) of upto 75%. This does not mean, however,
that the text generaion rate increases by a factor of four.
Using PT consumes time, because the user needsto read
the sglection menu and meke adecision. Only substantial
K Rs will lead to an increese of communication speed.
To double thetext generation rate of atypicd mouth-gtick
user, the program mug offer aK SR of about 66%.

Such high rates are currently only achieved for Endish, a
language dmost unigue in having a very limited set of
inflectiond endings This property makes it idedly
suited to the currently most popular PT technology,
which uses astatigicd gpproach based on the probability
of word n-grams By alagpting programs desgned for
English to other langueges (espeddly highly irnflected ones,
the KSR dropssggnificantly (usudly below 30%). Therefore,
mog motor/spesch impeired persons will experience no
gan intext generation raefrom existing programs

FASTY amsat providing impaired spegkers of languages
other than English with PT systems tha peform as well
asthose tha nowadays areavailablefor thislaaguageonly.
FASTY is currently being implemented for Duch,
French, German, and Swedish, but it is based on ageneric

lingual Appr oach

modua architecture, with a cdear separation between
processes and language-specific resources T his shoud
make adaptation to other languages rel atively easy.

The target languages of the FASTY project ae highly
inflecting. Depending on the syntactic context, words
take diff erent forms As aready mentioned, this makes
standard n-gram language modelling techniques less
effective. Thus additional methods that are able to cope
with syntactic constraints are needed. Furthermore, in
most of FASTY'starget languages (i.e., Dutch, German,
Swedish), productively formed compounds are written
as single orthographic strings (in contrast to English,
where compound terms are groups of words separated
by ablank character or, at least, a hyphen). This causes
serious problems in terms of lexical coverage and data
sparseness to systems that do not perform some type of
compound processing.

The FASTY language componert includes the following
modules:  word- and pat-of-speech-based n-gram
prediction; grammar-based prediction; compound
prediction; morphologicd lexicon; usa lexicon; collocation-
based prediction. The modu es are driven by a controller
engne tha manages the input requirments of eath
component, establishes the required input data from the
context, and combines the outputsin ameaningful way.

Preliminary experiments indicate that the n-gram-based
models, despite the problems mentioned aove, still
provide reasonabl e predictive power, and they constitute
the core of the FASTY language component.

T he grammar-based module performs a partia par se of
the current input, and it ranks the predictions provided
by the other modules on the basis of the grammatical
information provided by the parse. Moreover, in
contexts where al predictions by the core component
are syntacticaly ill-f ormed, the grammar-based module
generaes well-formed predictions using the
mor pholagical lexicon.

The compound prediction module alows the user to
type (nominal) compounds in multiple steps. The user
can choose to complete the word constituting the first
part of the compound (if itisinthe prediction list), and
then re-enter the prediction loop for the current word,
now getting predictions for the second part of the
compound (and this process can be repeaed as many
times as necessary to obtain longer compounds).

> EREEENREN]
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Announcement
of New Course

Compound prediction is based on a st of compound-
specific datisticd modes traned on a corpus where
compounds have been split into modifiersand heads In
preliminary reseach to be reported & ECAIO2 and
COLINGO02, we have found that our split compound
modd leads to an improvement in compound word KSR
of more than 15%, over a basdine modd without
compound andysis How ever, integrating compound- and
w hole-word prediction so that compound completions do
not get intheway o simple-word predictionsturns out to
bearather dfficut tak, and weaeill experimentingwith
dternativeintegration grategies

The morphologcd lexicon provides the necessxy
morphosyntactic information to the grammarbased
module It also functions as a last resort prediction
source if al the other modules run out of completions
before the user finds the word s/he intends to type.

The user lexicon is an additional, dynamic resource
intended to support thestyle and vocabulary preferred
by a paticular user. It contans words and n-grams
collected from the textswritten by theuser <o far, and
thus may contain words and phrases tha may not be
present in the generd dictionay but ae of
importance for the user (eg, names of people the
user often addresses, specific terminology s/he is
using, etc) The user dictionay is automdically

augmented during text entry, allowing the prediction
of words new to the system after the first time they
are used. At the end of the session the user can
choose whether to save or discard new terms

The find version of FASTY will dso include a
collocation-based modu eto provide predictionsbased on
the degree o textud association between words(or word-
dasses). Thismodule has not yet been implemented.

The language resourcesfor dl the FASTY langueges are
nearly ready, and we expect to complee the
implementation of a redidic prototype of the whole
system (excluding coll ocation-based prediction) very soon.

At this stage, the bi ggest issuesar ethose pertaining to the
integration of the various components of thesygem.

FOR INFORMATION

Marco Ba oni isaresear cher & the OeFAl, currently
working a the FASTY project, and focussing in
particuar on compound prediction

Email: marco@ai.univie.ac.a&

More about FASTY: www.fortec.tuwien.ac.at/fasty

LikeaHorseand Carriage: New M Sc
In Lexicography and HLT

AsHuman Languege Technologes (HL Ts) moveinto the
mar ketplace, 9 the need for large-scde resources is
everywhere adknowledged. Thisisnow a commonplace.
How we create such resources and of sufficient qudlity;
however, is not. While mechine-readeble dictionaries have
been widely explored over the last fifteen years, and offer
aged ded, they havelimitations. the forma of the data
is frequently not & condstent as the computationalist
requires, other criticd data is simply absent; and the
dexription of the language is often flawed.

How can this be remedied? Onepart of theanswer isto
train peoplein both lexicogrgphy and NLP, so they will
know both what isrequired and how it can be accurately
found and represented.

At theUniversty of Brighton, leading lexicog aphers Sue
Atkins and Michad Rundéll have joined forceswith the
Information Technology Research Institute (ITRI JsSHLT
laboratory to set up a Masters course linking HLT and
dictionary-making It isthe first Mc of itskind.

The course, running for the first time in 200203, is
designed for recent graduaes and for more experienced
lexicagraphers or technolog ¢swho wish to complement
their skills with thosefrom the “other sde”.

Course modules aredso offered on an intendve oneweek
basis for professond updaing and development.
Alongddethe coremodules on lexicography (writing lexica
entries which accurately reflect corpus data) and lexica
computing (HLT as gplied to the lexicon and lexicon
development) therearemodules on: corpusdes gn and use;
automating lexicographic tasks bilingud lexicagraphy and
theuse o pardld corporain trandation; dictionary project
management; and corporaand language teaching.

ITRI hes dready collaborated with Michad Runddl in
producing the Maamillan English Dictionary for Advanced
Lear ners, the fird English dictionery to be compiled with
thead of “word-sketching” software, which summarises
parsed corpus materid for the lexicogrgpher.

AdamK ilgarriff, Course Leader, says. “Werevery excited
to havethis new course to offer. It'suniquein the world
and, aslexicay aphy and HLT have more and more need
for eech other, it's a fast-moving and fast-growing area,
full of new posshilities Our doubly-expert graduaes are
going to be in great demand.”

The course is currently open for recruitment: see
www.itri.brighton.ac.uk/coursesM ScLex for details.
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| nffor mation Extraction from Football
Reportsin the MUMI S Project

Horacio Saggion, Hamish Cunningham, and Yoridk Wilks, University of Sheffield; Thierry
Declerck, DFKI; Peter Wittenburg, Max-Planck-Institur e for Psycholinguistics

Multimedia
Indexing and
Searching Environment

The Multimedia Indexing and Searching Environment
(MUMI g is an on-going EU-funded project within the
Information Society Progamme (IST) of the European
Union, Human Language Tednology (HLT) section. The
MUMIS objective is to devdop technology to produce
formal annotations about essentid events in multimedia
programme materia. The project consortium consigs o
the University of Twente/CTIT (The Netherlands), the
Universty of Sheffiedd (United Kingdom), the University
of Nijmegen (The Netherlands), Max-Plandk-Institut fir
Psy dholinguistik (Germany), ESTEAM AB (Swveden),
DK (Germany), and VDA (T he N etherlands).

Pr oject Overview

T he vast amount of mutimediainfor metion availdle and
the need to accessits essentid content accur aely to stisfy
users demands encouragesthe development of techniques
for multimedia indexing and searching. It is well known
that thereare no effective methodsf ar automati c indexing
and retrieving of image and video fragments on the basis
of andysis of ther visud festures. MUMIS carries out
indexing by agpplying Informaion Extraction (E) to
multimediaand multi-lingua information sources, mer ging
information from many sources to improve indexing
quality, and combining datiabase queries with direct access
to multimedia fragments on the mutimed a programme
The key insight is that combining 1E from speech
transcripts (good tempord data but noisy text) with news
reports (bad tempord data, clean text) can led to a high
qudity conceptud index.

Various software components operate off-line to extract
information from multi-source linguistic deta in Dutch,
English, and German andto produce acomposteindex of
the events on the multimedia proggamme  The doman
chosen for tuning the software componentsand for tesing
isfoatbdl —in paticuar the Euro 2000 Chanpionships

Theon-line pat of MUMISconsidsof astate-of-the-art
user interfece dlowing the user to query the multimedia
database (eg,“ Thefouls committed by Beckham”). The

usr isfirg presented with selected video key-frames as
thumbnalls tha can be played, obtaning the
corresponding video and audio fragments

A corpusof collected textual detain the three languages
was used to build a multi-lingual lexicon and shared
ontology of the football domain. Based on this shared
model, three different off-line IE components one per
language, have been developed. These are used to
extract the key events and participants from football
reports and to produce XML output. A merging
component or cross-document co-r eference mechanism
has been devel oped to merge the information produced
by the three IE systems. Audio maerial is being
analysed in order to obtain transcriptions of the football
commentaries (spontaneous speech). The database is
being populated through key-frames extraction from
MPEG streams around a set of pre-defined time marks
— obtained from the |E component.

In this artide we focus specifically on the technology
being developed & the University of Sheffield.

English Infor mation Extraction System

At Sheffidd we are working on | E from Endlish sources
whileother project paticipantsare dedingwith sourcesin
Dutch and German. An andysis of the doman has led
MUMIS to propose 3L types of event far a football
metch: kidk-of f; substitution; goal; foul; red card; yellow
card; etc). The dements to be extracted tha are
associated with thee events arel  players, teams; times,
scores, and locations on the pitch.

The Sheffidd | E system is conceptudlised as a Javafront-
end system based on finite gatetrangduction followed by
a Prolog back-end system for inference over a
classification hierarchy, implemented in SCSus Prolog

Java Components of the System

The finite gate machineryis based on ANNIE, afree IE
gystem available aspart of GATE, aGenerd Architecture
for Text Enginesring (http://gate.acuk/) [se ELSNews
11.1 — Ed]. GATE provides language and processing
resour ces that can be used to deploy naturd language
processng gpplicdgions ANNIE comes with tokeniser,
entence Plitter, gazetteer lookup, semantic tagging, part-
of-speech tagging, and orthographic name metcher. A
rule-based lemmatiser has d0 been implemented and
integ ated into the system.

>
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Semantic Tagging in the System

Gazetteer lookup and semantic taggng hae been
adapted for the football domain. We are using JAPE —
Java Annotation Pattern Engine — a pattern-matching
engine implemented in Java to identify and annotate
regular expressions over annotaions produced by any
language processing components in the system. JAPE
grammars are sets of rules that act on annotaions
assigned in earlier phases, in order to produce annotated
entities Semantic tagging is essentia to identify typical
expressions and domain jargon that can be semantically
interpreted without rel ying on full parsing For example,
an expresion like “Fiore (Totti, 82)" indicates
substitution, and can be identified with gazetteer |ookup
and aregular grammar. Regular grammars and semantic
tagging components hae been deveoped through
careful corpus analysis.

Pr olog Components of the System

The Prolog back-end system has been adgpted from
previous |IE projects & Sheffidd (eg, LaSIE). We are
usng bottom-up chart pasng enriched with semantic
ruesthat construct a ndve semantic of each sentencein
fird order logca form. The parser usestwo gammars.
thefirg isadoman-dependent grammar used to produce
logica formsfor the entities of the footbdl domain (eg.,
players teams etc.); the second is a context-free phrasal
grammar of Endish, enriched with fedures and values.

The discourse interpreter is based on a World Model
(WM) representing the ontologca (or hierarchical)
knowledge about a particular domain. We have adopted
the XI Knowledge Representaion Language — a
formalism that allows the user to code and operate with
symbolic knowledge. XI is compiled into Prolog,
making it possible to mix procedural knowledge with
the constructs of the basic declarative formaism. The
ontology of the football domain has been encoded into
X1 and properties about domain entities and events have
been modelled. The interpreter works by mapping the
information produced by the parsing and semantic
inter pretation into an evolving Discourse Model (DM)
of theinput text. The WM contains rules alowing the
deduction of new knowledge from the “explicit’’
information found inthetext: for example, the fact tha
aplayer plays for a particular team, or the fact tha the
participants of a “substitution” event must be players
playing for the same team, are encoded in the WM.

Event and entity co-reference is the basic mechanism
that allows the system to fill in properties for each event
in the domain. Co-reference is a unification-based
process that is based on:

» the notion of distance between nodes in the
ontological hierarchy

e ameaaure of Smilarity between entities and events
computed wsing the values of associded properties

* rules that constrain co-reference.

The co-reference algorithm isagenera onethat requires
careful coding of the semantic properties of events and
entities of the domain. Solving co-reference is essential
for the | E task.

Consider the example below:
Poborsky fouls the Barcelona winger. Collina books him.

In this piece of text there are two possible antecedents
for the pronoun him: Poborsy and the Barcelona winger ;
but assuming that the text is coherent, the pronoun him
cannot co-refer with the Barcelona winger because a book
event presupposes that someone committed a foul, in
this casg the player Poborsky.

The system is completed with atemplate extraction and
writing algorithm used to read the event instances
deduced by the system and to produce XML outpuit.

Evaluation

Evaluation of the system is being carried out using
GATE's automated precision and recall evaluation tool,
AnnotationDiff. The semantic tagging component was
measured a& 91% precision, 76% recall — comparing
favour ably with results obtained using a default named-
entity recognition system that also uses gazetteer and
gammar rules

The Futur e

We have adgpted |anguage and process ng resources for
the MUMI Sproject. Our | E system integrates finite state
machineryimplemented in Javaw ith full syntactic anaysis
and discourseinterpretation implemented in Prolog. The
IE sydem is operative and we are in the proces of
producing XML annotations for the full corpus

FOR INFORMATION

Horaco Saggion, Hamish Cunningham, and
Yorick Wilks are al based at the University of
Sheffield’'s Department of Computer Science

Thierry Deder ck is a senior consultant & DFKI's
LT lab and is currently leading the MUMIS project

Peter Wittenburg is Head of the Technical
Department of the Max Planck Institute for
Psycholinguistics

Contact person for queries. Horacio Seggion
Email: h.saggion@dcs.shef.acuk

MUMISWeb site:
parlevink.cs.utwente.nl/projects/mugmis.html
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LREC 2002: Multimodality,
Standar ds, and Treebanks

A.Atutxa, E. Garcia, K. Sarasda, G. Hernandez, and M. Aranzabe Univestyd the Basyue Courtry

We left San Shastian, anxious to get to sunny Las Pamas
de Gran Canaia. Our bags were filled with sungasses,
aftersun lotion, swimsits... Everyone was expecting
sunshine and our @m wasto combine hearing ad taking
about language resources with finding and testing the
beach resources.  Unfortunaely; the ldter wes to prove
impossible, since we saw the sun for only a couple o
minutesaday. It wasit cold or raining (except for Monday
afternoon) but where was the sun? Aryw ay, we ddn’t find
tropica weether, but we did discover asuccessful congress
with many intereging presentations and participants
Thisyea’'s LRECwas "
extraordinarily ¢
productive, with 365
papers and 18 saellite
workshops  (which
was good for sience
but not for the hedth
— with more than
2175 pagesin the six
volumes of
proceedings,  our
backsw ere suffering!)

It was virtually impossibleto attend dl the sessons but we
woud like to pinpoint two topics of particuar interest.
Firstly, Multimodality, with 25 pgper sin the main conference
and two workshops isa new emer gent subject that haan't
been presnt at previousconferences. Secondl y, Tredoanks,
Snactic Annatation, and Parsng (with an uncountable
number of posters presentations and references).

It is very interesting to see how Multimodd sysems ae
able to intgrate knowledge from severa areas
Sometimes, working on our smdl specific taks it is
difficut to sse how our work could interact with other
people’s. If you'd been feding like this, LREC 2002 was a
good placeto be— very interestingand thought-provoking.

T he workshops on Syntactic Annoteation and Treebanks
and theworkshop entitled “Beyond PARSEVAL: Towards
Improved Evaduaion M essures for Parsing Systems’ were
of ecid interest as well. With regect to the treebanks
to see the increasing effort made in order to build such
expensive and, on theother hand, fundementa tools was
redly encouraging And not only tregbanks but dl kinds
of annotated syntactic corpora. One dways thinks that
such expensive resources can only be developed for
English, but no! It is refreshing to see that this is no
longer true. We saw treebanks for Portuguese, Korean,
Czech, Russian, and German in the conference and the

KepaSarIa, Gfeg;riaH ernandez, Maxux
Aranzabe, and Elera Garcia(betk in Sen
Sebetian) with their mountainsof Proceedings

same multilingud idea came U too, in the “Beyond
PARSEVAL” workshop. Here, the bases estalished in
the previoss LREC conferences on the evauation of
pardngsysemswere revised. Different groupsexpressed
their concern about finding suitable evaluation methods
for parsing. Thegod isto find an evaluation messurethat
can be applied to dl kindsof languages and al kinds of
systems We saw the emergence of something milar to
SENSEVAL, but for parsing: in principle, thiswould be
open to anylaguage that cou d providea parsing s/stem
and an annotated corpusto evaluate.

: There was d discusdon of collaboration and
standardisation taks. We were introduced to
OLA C, the Open Languege Archives Community
[se ELSNews 94 — Ed], tha amsto crede a
worldvide virtud library of language resources —
see wwwilanguage-achives.org (we know  this isn't
a nev community, but we hadn't head o it
before) —and thel SO/ TC 37/3C 4 committee led
by Nancy lde and Larent Romary. This
committeeamsto prepareinternationa gandards
and guiddines far languaye resource manayement.
They adked far collaboration, and it ssemed that
Nancy got lots of replies & she wesvery happyin
theGdaDinrer (and wasthefirg to dance)

Among ome LREC participants we detected a new
dissese—Eol flu —adirect resut of aninvitation from the
European Commission to submit Expressionsof Interest
(Eol) as an opportunity for Europe's reseaich community
to hdp in preparing thefird cdlsof FP6. In this context,
LREC became an excdlent envirorment to meet other
reseachers HLT per @ wont beagpecific reseach subject,
and everybody tried jaining broader groups induding
speech, written language, and any other aspect that will give
thekey toany o the follawing:

e Applied IST research addressing major societal and
economic issues

» Knowledge and interf ace tedinologies

« |ST future and emer ging technologies.

Now that we aredl getting idess for next autumn, what a
difficult autumn we are going to have FP6 flu is coming
on! Howmary metings How many projectsto define

On the Sunday we were leaving, we discovered tha the
wholeof Gran Canariahad been redly sunny for thewhole
week — everywhere except Las Pdmas, that is  This ssems
to bearepeding patern. Many of theother deegateshad
managed to Visit the regt of theisland. What apity! If we
had only known, we wouldnt lock as paleaswe ill do.
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ELSNET
Office

Steven Krauwer,
Co-ordinator

Brigitte Burger,
Assistant Co-or dinator
Monique Hanrath,
Secretary

Utrecht University (NL)

Task Groups
Training & Mohility
Gerrit Bloothooft,
Utrecht University (NL)
Koenraad de Smedit,
Universty of Begen (NO)

Linguistic & Speech
Resour ces

Antonio Zampolli,
Istituto di Linguistica
Computazionae (I) and
Ulrich Heid, Stuttgart
University (D)

Research

Niels Ole Bernsen,NIS
Odense University (DK)
and Joseph Mariani,
LIMSI/CNRS (F)
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Steven Krauwer,
Utrecht University (NL)
Niels Ole Bernsen,NIS,
Odense University (DK)
Jean-Pierre Chanod,
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SEMA (E)
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Royal Ingtitute of
Technology (S)
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Denis bhnston, BT
Adastrd Pak (UK)
Jseph Mariani,
LIMSI/CNRS (F)

Jbsé M. Pardo,
Polytechnic University of
Madrid (E)

Tony Rose, Reuters (UK)
Geof frey Sampson,
Univerdty of Sussex (UK)
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Future Events

International Workshop on Computational Approachesto Collocations: Vienna, Austria
URL: www.ai.univieac.d@/collocO2/index.html.

Workshgp on Semantic Authoring, Anrotation, & Knavledie Markup (SA AKM 2002) (in conjunction

Email: handschuh@aifb.uni-karlsr uhede URL: saakm?2002.aifb.uni-kar Isruhe.de

July 22-23

Email: collocO2@oefa .at
July 23

with ECAI12002): L yon, France.
July 27-31

Emalil: talc5@ssimit.unibait

The Fifth Teaching and Language Cor pora Conference (TALC 2002): Bertinoro, Italy.
URL: www.ssimit.unibo.it/talc

Aug 24 — Sept 1 The 19th International Conference on Computational Linguistics (COLING-2002): Taipel, Taiwan.
URL: http://www.coling2002.sinica.edu.tw/

Aug 31 —Sept 1 There anumber of workshops beinghed in conjunction with COLING-2002 Detailsfrom

COLING-20(2 web site (above).

Aug3l—-Smt 1

Taipei, Taiwan.

Email: Antal.vdnBosch@kuhb.nl
Sept 2-5

Email: specom@iiasspb.su
Sept 4-6

Email: edilog@ed.ac.uk

The Sixth Corferene on Naturd Larguege Learnirg (CoNL L-2002) (in conjunction with COLING—-2002):

URL: www.aclw eb.org/signll/cfp.html

The Sverth Inter national Worksh an Seechand the Conputer (SPECOM-2002): St-Retersburg, Russia.
URL: http://www.spiiras.nw.ru/speech

The Sixth Workshop on Semantics and Pragmatics of Dialogue (EDILOG-2002): Edinburgh, UK.
URL: http://www.ltged.acuk/edilog/

Thisisonlya s ection of everts— see http.//www.elsnet.org/cgi-bin/el snet/eventspl for detalls of more events

Note that thelig of ELSNET member nodes w hich usudly gppears in the gpace, has been held over to make room

for thereport on therecent LREC on page 15

What isELSNET?

ELSNET is the European N éwork of Excdlencein Human
Language Tedhnologies ELSNET is gorsored by the
Human L anguage Technolagesprogramme of the European
Commission; itsmain dbjediveistofaoster thehuman languege
technologes on a broal front, creding a platform which
bridges the gagp between the returd language and geeth
communities, and the ggp between academiaand industry.

EL SNET operatesin an internationd context acrossdstipline
boundaries, and deds with d apects of human
communicdion reseach which havealink with language and
speech. Members indude public and privee research
inditutions and commercid compenies involved in languege
and speech technol ogy,.

ELSNET amstoencourggeand suppart fruitful collebor dion
between Europe's key payers in reseach, development,
integration, and deployment across thefield of language and
speech technology and neighbouring aress

ELINET seks to devdop an environment which dlows
optima exploitation of the availeble human and inteledud
resources in order to alvance the fied. To this end, the
Network hes estaldished an infragtructure for the sharing of
knowledge, resources problems, and solutions acress the
language and gpeech communities, and serving bath academic

and indugry It hasdevdoped variousgructures(committees
oedd interegt groups), events (summer schools workshops),
ad srvies (webdte, emal lids ELNews, information
dissemination, knowledge brokerage).

Electronic Mailing List

eaet-lig is EL N ET's dectronic mailinglist. Email sentto
daet-lig@letuu.nl is received by dl membe ste contact
persons aswel & other interested paties This mailing lig
may be usad to announce activities, pog job openings or
discuss isueswhich are relevant to ELSNET. To request
additions/deletions/changes of address in the mailing lig,
please send mail to et @letuu.nl.

Subscriptions

Subscriptions to ELSNews are currently free of charge.
To subscribe, visit http://wwwelsnet.org and follow
the links toELSNews and “subscription”.

FOR INFORMATION
ELSNET
Utrecht Ingtituteof LinguisticsOTS Utredht University,
Trans 10, 3512 XK, Utrecht, The N etherlands
Tel: +31 30 253 6039
Fax:+31 30 253 6000
Email: elsnet@elsnet.org
Web: http://www.elsnet.org
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