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Towards a Roadmap for Speech
Technology

José M. Pardo, Universidad Politécnica Madrid

where semantic comprehension would be very difficult
to achieve by SDS for a long time to come, many more
than ten years. People don’t always mean what they say,
neither do they always say what they mean.

Heistercamp also addressed the fact that many systems
we use today work successfully because of conventions,
not necessarily through logical and natural behaviour.
For instance the ‘qwerty’ layout of the typewriter was
not only designed to help typists write faster, but to
avoid mechanic conflicts between consecutive keys.
Today it is a convention and everybody uses it.

One of the conclusions is that it would be good to
establish SDS conventions instead of trying to make a
machine mimic human behaviour exactly. The ultimate
goal of a SDS should be that of a better, cheaper, con-
venient,and reliable service, instead of trying to match
the human process. Naturalness and ease of use are not
necessarily the same and to know how to use a system
we need conventions and training, not necessarily a nat-
ural system. He also addressed the important point of
investing in dialogue design, a topic not always taken
into consideration, that contributes to the failure of
many systems.

The paper by Granstrom covered some of the prob-
lems related to the use of multimodality today (i.e., inte-
grating audio and visual modalities) and how to solve

A special session a t Eurospeech 2003 in
Geneva, September 4 2003

This special session at Eurospeech 2003, organised by
ELSNET, was intended to contribute to the wider
roadmapping exercise reported previously in ELSNews
The session consisted of an introduction to  the
Roadmap concept and the objective of the session by
Steven Krauwer, followed by four invited  papers pre-
sented by Paul Heisterkamp, Bjorn Granstrom, Ron
Cole , and Roger Moore. The session ended with a dis-
cussion of the topics presented and of the general
roadmap exercise, with questions from the audience.

Invited papers

The paper by Heisterkamp addressed some of the
problems and solutions that we encounter today in spo-
ken dialogue systems (SDS). He mentioned how we

should teach
people to use
the systems.
Most of t h e
actual pro b-
lems are due
to people not
speaking to
the system,
people not
s aying wh at
t h ey mean,
and people
not pr oviding
the info rm a-
tion requested
by the system.
H e i s t e rk a m p
gave some
e x a m p l e s

Note to our readers
With the transition to Framework Programme 6, future
sponsorship o f E L S N E T, and hence the future of
ELSNews, was still in the balance as this issue went to pr ess.
We are working hard to tr y to ensure that ELSNews con -
tinues its service to language and speech researchers in Eur ope
and beyond, as it has now for twelve years. Up-to-date news
will be placed on the ELSNET web site, www .elsnet.org, as
it becomes available.

Genev a’s famous fountain, symbol of
Eurospeech 2003
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them. The paper discussed some of the possible mod-
els for using multiple signals and integrating them in a
complete communication process . By its nature, the
paper presented the state-of-the-ar t of actual systems
(it did not attempt to predict the future). Concretely it
presented three problems: how to obtain data, how to
model them, and how to exploit them in dialogue sys-
tems. In the presentation, some demonstration of
facial synthesis was done, emphasising the holistic
nature of the speech communication process. Three
applications of facial synthesis were presented.

The paper byCole set out his concept of the roadmap.
First, we have to decide on the objective and next  on
the kind of journey we want to make to arrive at the
objective. It correctly, in my opinion, set the objective:
to achieve ‘Great Communication’; and the kind of
journey: characterised by much exploration, and guid-
ed by successes and failures during these adventures,
led by ambitious goals and conducted by independent
researchers. Under this point of view it would be
i m p o s s i ble to est ablish predictions because they
depend very much on the successes and failures of the
researchers, among other parameters. The paper also
points out the para m e t e rs that define ‘ G re at
Communication’: emotional, immersive, and personal.
It hypothesised also that the evaluation of future sys-
tems, taking this view into account, would be related
more to the usefulness or not of the experience of the
users using the systems.

The paper reminded us about the multidisciplinarity of
the problem: speech research, psychology and cogni-

tive sciences, linguistics, computer science, and electri-
cal engineering. It is important to establish a good
interdisciplinary team with experts in all these disci-
plines. It also showed some steps that the Colorado
team are taking in this direction. Cole’s opinion  clear-
ly envisages future systems closer and closer to human
behaviour.

The paper by Moore was dedicated to a particular
roadmap exercise on spoken language output. It had all
the ingredients that we are looking for: we want to
know what will happen in the mid-term future in the
area and the possible steps needed to make it happen.

In contrast with Cole’s vision, the Roadmap is defined
by the objective (where to go?) and the optimum way
to achieve the objective (how to get there?) and not the
nature of the trip (what kind of journey we want to get
there?). It was also driven by market pull, trying to
match it to technology push. This view is much more
practical and realistic about what will possibly happen
and it also matches any reasonable plan for an industry
involved in the field. First the market opportunities are
identified, then the product feature concepts that could
satisfy them are defined, and finally the technical solu-
tions required to realise the new products.

The market drivers are identified from the 6th EU
framework programme: “a future in which computers
and networks will be integrated into the everyday envi-
ronment, rendering accessib le a multitude of services
and applications through easy-to use human inter-
faces”. Although not time-labelled, some technical

Participants enjoy exploring Lake Geneva (picture courtesy of Dan Bohus)



3

elsnet........

Winter
2003/4

challenges are listed in the spoken language output task:
improved modelling of style, voice, and prosody, better
modelling of the vocal tract, and – very interesting –
models that learn, models with proprioceptive feedback
that hear and monitor their own performance.

Other papers presented at Eurospeech relevant to
the Roadmap exercise

At least three other papers at Eurospeech 2003 were rel-
evant to the roadmap exercise:

“Speech and Language Processing: Where Have We
Been and Where Are We Going?”(Kenneth Ward Church)

This paper speculated about the future with regard to
several questions , in par ticular:
1. Is more data better data? The progress of language
processing has been alternating between data models
and knowledge models. At the start we had data models
(twenty years ago) then there was a move towards
knowledge models (grammars, rules) to constrain the
data models. We are currently in an era of data models
again (now in the second decade of it). Church’s pre-
diction is that in ten years time we will have to go back
to knowledge-based models.
2. What will we do with the petabytes (1015) of data that
will be available? Search will become a key problem and
models that address this issue will be important.

“ISCA Special Session:Hot Topics in Speech Synthesis”
(Gerard Bailly, Nick Campbell, Bernd Möbius)

What are the hot topics for speech synthesis? How will
they differ in five years time? ISCA’s Special Interest
Group on Synthesis (SynSIG) presents a few sugges-
tions. This paper attempted to identify the top five hot
topics, based not on an analysis of what is being pre-
sented at current workshops and conferences, but rather
on an analysis of what is not. It was accompanied by
results from a questionnaire polling SynSIG members’
views and opinions. The fact that it abstracts the opin-
ions of several recognized experts in the area makes it
meaningful. It mentions evaluation, extension, emotion,
multimodality, and “type of input to the synthesiser” as
key topics today that will still be alive in 2008.

“A Comparison of the Data Re q u i rements of
Automatic Speech Recognition Systems and Human
Listeners” (Roger K. Moor e)

This was another contribution from Roger Moore on an
important topic, this time speculating about the speech
recognition task.

Since the introduction of hidden Markov modelling
there has been an increasing emphasis on data-driven
ap p ro a ches to automatic speech re c og n i t i o n . Th i s

FOR INFORMATION

José M. Pardo is Head of the Speech Technology
Group at Universidad Politécnica Madrid

Email: pardo@die.upm.es 

Web: www.die.upm.es/personal/J-pardo.html.en

More information about Eurospeech can be found at
www.symporg.ch/eurospeech/

More information about the roadmap can be found
on the ELSNET web site: www.elsnet.org

derives from the
fact that systems
t rained on sub-
stantial corp o ra
re a d i ly outper-
fo rm those that
rely on more pho-
netic or linguistic
p r i o rs. S i m i l a rly,
extra training data
almost always results in a reduction in word error rate
– “there’s no data like more data”. Moore asked (and
answered) the following questions:
How much speech does a human listen to in a lifetime?
120,000 hours. How much speech would be needed with
actual system performance (extrapola ting) to achieve
human performance? 70 lif etimes . His conclusion was
that our model of speech recognition training is much
poorer than a human’s, so more work would be need to
be done to improve language models.

Discussion

Some of the discussion was related to the presentations
on multimodal animated agents. One question that
arose from the audience was whether the goal is to
strive for naturalness of the agent, believability, or sim-
ply a system that can help us in any way, even if it is not
similar to a human being. The answer is that society will
assess what applications are possible. Another com-
ment on the topic was that the animated agent will
change the way a human person speaks to it, so they
could finally sustain effective communication.

Roger Moore warned us about the term naturalness .
Naturalness is good but it can be a serious problem. He
warns against using this term, as it is unclear what is
considered natural. Human beings are constantly evolv-
ing and what is natural today might not have been nat-
ural yesterday.

I shall finish with Ron Cole’s conclusion on his vision
of the roadmap: “Take big challenges and solve them”.

José M. Pardo

mailto:do@die
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Language Engineering One
Annie Zaenen, Xerox PARC

p ap e rs by Kibble and van Deemter[3] . To give just
one of the most  striking ex a m p l e s, the annotat o rs
we re told that t he re l ation that t hey had to  annotat e
for was tra n s i t ive, but also that it held bet ween the
‘the stock price’ and ‘ $ 5 5 ’ in  a sent ence such as
“ The stock price re a ched $55.” To their cre d i t , t h e
d eve l o p e rs of the scheme noticed that this wo u l d
lead to  pro blems in  t he case of sentences such as
“ The stock price fell from $4.02 to $3.85” a n d
a dded the fix t hat in  such cases the annotat o rs
should choose the last  nu m b e r. As van Deemter
and Kibble observe, wh at if the next sentence is
something like “Later t hat day it fell to an eve n
l ower va l u e, at $3.82”?

It wo u l d n’t  be wo rth  talking about this, o f c o u rs e, i f
it we re an isolated incident. I have been looking at
s eve ral annotation schemes and the output of s ev-
e ral LE l e n d e avo u rs lat e ly, and in most cases the
experience is rather dep re s s i n g. Is t his because
L Ele rs are stupid (e. g . , because the only linguists

t h at do this wo rk are the ones that can’t find a re a l
linguistics job)?  I don’t  think so. I know LEle rs that

a re superb linguists, and I am sure that the deve l o p-
e rs of the co-re fe rence annotation guidelines saw
t h at t hey we re paint ing themselves into a corn e r.
But they most like ly had a deadline. This is t he firs t
o f t he two main reasons that I see for the sorry
s t ate of some of L El. It  has to do with the eco-
nomics of the enterp r i s e ; NL ap p l i c ations have to
be ch e ap and even when a national standard enter-
prise such as NIST gets into the act, the credo is
t h at annotations have to be done quick ly and ch e ap-
ly, n ever mind that it will cost more to cope with the
result s of this ch e ap wo rk than to do it  right in  the
f i rst  place. The second is that more and more of
the info rm ation that one tries to get to thro u g h
these annotations (or ru l e s, or fe at u res) has no sci-
ence behind it because it has not been of c o n c e rn
to tradit ional linguists. O n ly ve ry few linguists will
finish their degree (of wh at ever level it may be)
with a clear know l e d ge of the diffe rent types of
a n aphoric re l a tions that  can hold between an
a n aphor and its antecedent, and the way these
a n aphoric re l ations determine or don’t determ i n e
c o - re fe rence or wh i ch ever other re l a tions one
would like to  est ablish between entities. One of t h e
reasons is that  most of syntax and semantics has
been concentrating on sent ence-int ernal re l at i o n s,
another reason is that it has been concentrating on

L a n g u age engineering is a term that has been in
fashion since the mid-nineties. It is supposed to be
dist inguished from Computat ional Linguist ics,
wh i ch is more theore t i c a l , and Nat u ral Language
P ro c e s s i n g, wh i ch cove rs both theory and ap p l i c a-
t i o n s. L a n g u age Engineering in ge n e ral is, a s
H a m i s h C u n n i n g h a m[1] put it, “the discipline or
act of engineering softwa re syst ems that  perfo rm
tasks involving processing human language. B o t h
the construction process and its outputs are meas-
u rable and pre d i c t abl e. The literat u re of the field
re l ates to both ap p l i c a tion of re l evant scientific
results and a body of p ra c t i c e.”

The term is, h oweve r, also used in  a more re s t r i c t-
ed way as in the title of the recent Handbook  for
Language  Engine ers[ 2 ] , wh i ch add resses mainly those
i nvo l ved in linguistic data analysis within the
b roader enterp r i s e .

To avoid confusion, I will call the wo rk done with-
in LE that concentrates on the analysis and rep re-
s e n t at ion of specific ch a racterist ics of n at u ral lan-
g u age ‘ L El’ . This includes rule writing of va r i o u s
s o rt s, a n n o t ation of t raining corp o ra , d e s i g n i n g
fe at u res for stat istical systems, e t c. A l t h o u g h
about  ten ye a rs ago linguist ic know l e d ge was seen
as an obstacle to progress by some, in fact  it has
been appealed to  constantly even in stat i s t i c a l
ap p l i c at i o n s. In some ap p l i c a tions its contribu t i o n
is of s u ch a low level that it doesn’t re q u i re lin-
guistic tra i n i n g . For instance, eve ry college - e d u c at-
ed person knows wh at parts of s p e e ch are and fo r
c e rtain ap p l i c at ions it might be good enough to ge t
by with  t hose given in  a dictionary. As NLP ap p l i-
c at ions move away from basic info rm at i o n
re t r i eval towa rds more tasks that re q u i re some nat-
u ral language unders t a n d i n g, a Language Engineerl
faces more interesting ch a l l e n ge s. For some of
these tasks a degree in linguistics might be a go o d
s t a rt ing point , e. g. , syntactic rule writing or syntac-
tic t re ebank encoding of c o rp o ra . But for other
essential t asks most linguists are not well prep a re d ,
nor is any b o dy else. L e t ’s take as an example task
‘ c o - re fe rence re s o l u t i o n’ . This is re c ognised as an
essential task for a gre at number of NL ap p l i c a-
tions and was some ye a rs ago the object of a cou-
ple of MUC competitions. As far as I can see, t h e
L El done in that context was dismal. The pro b-
lems with it are ge n t ly documented in a couple of

Opinion
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phenomena that are assumed to be cat ego r i c a l .
( Th e re are academic subfields that  in  the best of a l l
wo rlds could provide some theoret ical underp i n-
nings for some of the pro blems LEl is st ru g gl i n g

w i t h , but they are at this point not pursued in a com-
p u t ational setting. )

This gap in the study of n at u ral language phenome-
na makes the situat ion of L El p a rt i c u l a rly pre c a r i o u s.

Ye s, L Ele rs have to  learn about corpus bu i l d i n g,

o n t o l og i e s , eva l u at i o n , e t c . – all the useful topics
c ove red in the Handbook for Language Engineers – bu t
t h at doesn’t fill the scientific gap. One might not
need deep ‘ ex p l a n a t o ry adequacy ’ . To a point,
Engineering can get by without  scientific ex p l a n a-
t i o n , but  it cannot get by without science that is
d e s c r i p t ive ly adequat e. As long as t his pro blem is
not re c ognised and t aken care of, the Language

E n g i n e e rl is on a mission impossibl e , and LE in the
b road sense on the way to new disap p o i n t m e n t s.

Te m p o ral integration in speech perc eption re fe rs to how
chunks of i n fo rm ation passed from the ear to the brain at
d i ffe rent times are linked together by a listener to decode
m e a n i n g s. Until re c e n t ly, this entailed the perc ep t u a l
grouping of acoustic cues to identify phonetic seg m e n t s.
H oweve r, in recent ye a rs speech perc eption has come to
be studied within a mu ch broader context and with a mu ch
m o re inter- and mu l t i d i s c i p l i n a ry pers p e c t ive.

Based on the TIPS wo rkshop held in A i x - e n - P rovence in
April 2002, this volume is mu ch more than a collection of
p ap e rs. Th i rteen of the fifteen pap e rs presented at the
wo rkshop are included (the other two being publ i s h e d
e l s ewh e re ) , along with no fewer than fo u rteen commen-
t a ry pap e rs comparing and re l ating the content of t h e
focus pap e rs. The two pap e rs not included here are dis-
cussed in the commentary pap e rs.

Wh at makes this volume part i c u l a rly interesting is the
i n t e rd i s c i p l i n a ry nat u re of mu ch of the wo rk , with psy-
ch o l i n g u i s t i c s, p s ych o a c o u s t i c s, n e u ro p s ych o l ogy, a n d
c o m p u t ational modelling cove red in addition to the more
t raditional subject matter of the Jo u rnal of P h o n e t i c s. Pap e rs
t h at fall outside the core subject matter include tutorial
m at e r i a l , so that they are compre h e n s i ble to those unfa-
miliar with these other fields.

The volume is dedicated to the memory of Peter Ju s c z y k ,

FOR INFORMATION
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The special issue is available online at
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More information can be found at the Elsevier web
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available in a book published by the University of
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Journal of Phonetics Special Issue
Temporal Integration in the Perception of

Speech
Edited by Sarah Hawkins and Noël Nguyen

Announcement

a pioneer in the field who trag i c a l ly died befo re the wo rk-
s h o p, at wh i ch he was due to give an invited talk.

C o n t r i bu t o rs :
Ro b e rt R. Re m ez ; S t ephen D. G o l d i n ger and Ta m i ko
A z u m a ; John Local; G e ra rd J. D o ch e rt y ; Lynne C.
N yga a rd ; John Coleman; S a rah Haw k i n s ; Simon King;
John Lave r; Sophie K. S c o t t ; S t ephen Gro s s b e rg ; M .
G a reth Gaske l l ; S t even Gre e n b e rg, Hannah Carvey, L e a h
H i t ch c o ck , and Shuangyu Chang; D avid W. G ow Jr;
S h i h ab Shamma; Betty Tu l l e r; S t u a rt Ro s e n ; Maria Mody ;
N athalie Bedoin; Alain de Cheve i g n é ; Brian C. J. M o o re ;
Françoise Macar; M a rtin Cooke ; Anne Christophe, A r i e l
G o u t , S h a ron Pep e rk a m p, and James Morga n ; Ro b e rt F.
Po rt ; C atherine T. B e s t ;Christopher T. Ke l l o.
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Collaborative Interface
Agents from 2D to 3D

Candace Sidner, MERL

At Mitsubishi Electric Re s e a rch Labs (MERL), a small
team of re s e a rch e rs has been developing interface age n t s
t h at can collab o rate conve rs at i o n a l ly based on ex i s t i n g
c o m p u t ational linguistic theory [ 1 ] . This team has deve l-
oped Collage n ™ , a Java-based collab o rat ive agent mid-
d l ewa re tool, t h at has been used in more than ten diffe r-
ent domain ap p l i c at i o n s. These ra n ge from agent assis-
tance to a human user, wh e re human decision making
d o m i n ates the intera c t i o n , to tutoring a human student
[ 3 ] , wh e re agent decision-making dominat e s.
C o l l ab o rat o rs and users of C o l l agen include USC-ISI,
Te chnical Unive rsity of D e l f t , MIT Media Lab, and Mitre
C o rp o rat i o n . The Collagen effo rt shares goals and con-
c eptual fra m ewo rks in common with many other dia-
l ogue-based re s e a rch effo rt s, e. g. , the W I TAS wo rk of
Lemon and Pe t e rs.

M i dd l ewa re tools make it possible to build systems, but as
with many other tools (such as T R I N D I K I T ) , the ch a l-
l e n ge lies in building ap p l i c ations with that tool. Th e
MERL group takes the ap p ro a ch of d eveloping new
ap p l i c ations with Collagen in order to understand wh at
aspects of a dialogue system to grow nex t . Recent ap p l i-
c ations are focused on multimodal (speech and touch )
m i xe d - i n i t i at ive web fo rm filling (see web site below ) ,a n d
assistance to customers using living env i ronment pro d-
ucts such as personal video re c o rd e rs[4] and new ge n e ra-
tion therm o s t at s [ 1 ] .

These effo rts over the past nine ye a rs have invo l ve d
agents based in the 2D wo rld of the interface scre e n . B u t
re c e n t ly, c o l l ab o ration in the 3D wo rld has become a
focus of the gro u p. For 3D, the agent is a robot with the
ability to ge s t u re with its arm s, b o dy and head. Th i s
e ffo rt shares some concerns in common with wo rk on
embodied conve rs ational age n t s. The theoretical ch a l-
l e n ge is to understand the engagement process in con-
ve rs ation and collab o rat i o n : h ow do collab o rat o rs use
both language and ge s t u re to indicate their connection
and their attention to one another?  And how do they
balance this interaction activity with the need to perfo rm
actions and look at objects re l evant to their collab o rat i o n
as well as multi-task on other duties and pay attention to
the changing physical wo rld around them?  Claims that
embodied 2D or 3D agents need not perfo rm ex a c t ly as
people are va c u o u s, because the engagement process is
critical for people to know that they are being unders t o o d
(the back wa rd-looking aspect of e n gagement) and
whether they intend to continue their interaction (the fo r-
wa rd-looking aspect).

The ap p ro a ch at MERL to answering the ab ove ques-
tions invo l ves a thre e - p ro n ged at t a ck : s t u dy of h u m a n -
human data to understand wh at people do in conve rs a-
tional collab o rat i o n , design of a robot that can pro d u c e
s u ch behaviour and interp ret behav i o u rs from a human
c o l l ab o rat o r, and eva l u ation of the ro b o t ’s behavior with
human users. Wh at is learned from these effo rts then
a l l ows the group to (1) refine the models of i n t e ra c t i o n
t h at the robot uses and (2)  include new interp re t ation and
ge n e ration cap abilities in the Collagen midd l ewa re sys-
t e m . Recent pap e rs (listed below) provide details of wh at
has been learned from human-human dat a , c re ating a
robot arch i t e c t u re, and results of studies of people inter-
acting with the ro b o t . M o re about Collagen and human
robot interaction can be found on the web sites below.

SIGDial
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MEANING: Developing
Multilingual Web-scale Language

Technologies
German Rigau, Universitat Politècnica de Catalunya

P rogress is being made in Nat u ral Language Pro c e s s i n g
(NLP) but there is still a long way towa rds Nat u ral Language
U n d e rstanding (NLU ) . An important step towa rds this go a l
is the development of t e ch n o l ogies and re s o u rces that deal
with concepts rather than wo rd s.

E ven now, building large and rich know l e d ge bases takes a
gre at deal of ex p e n s ive manual effo rt ; this has seve re ly ham-
p e red Human Language Te ch n o l ogies (HLT) ap p l i c at i o n
d eve l o p m e n t . For ex a m p l e, d ozens of p e rs o n - ye a rs have
been invested into the development of wo rdnets for va r i o u s
l a n g u age s, but the data in these re s o u rces are still not suff i-
c i e n t ly rich to support advanced concept-based HLT ap p l i-
c ations dire c t ly. F u rt h e rm o re, re s o u rces produced by intro-
spection usually fail to register wh at re a l ly occurs in tex t s.
Ap p l i c ations will not scale up to wo rking in the open
domain without more detailed and rich ge n e ra l - p u rpose and
also domain-specific linguistic know l e d ge. H oweve r,
p rogress is difficult because to be able to build the next ge n-
e ration of i n t e l l i gent open domain HLT ap p l i c ation systems
we need to solve two complementary interm e d i ate tasks:
Wo rd Sense Disambiguation (WSD) and large-scale enrich-
ment of L exical Know l e d ge Bases. P rogress is thus ham-
p e red by the fo l l owing para d ox :

1) In order to ach i eve accurate W S D, we need far more lin-
guistic and semantic know l e d ge than is ava i l able in curre n t
l exical know l e d ge bases (e. g. , c u rrent wo rd n e t s ) .

2) In order to automat i c a l ly enrich Lexical Know l e d ge Bases
we need to acquire info rm ation from corp o ra wh i ch have
been accurat e ly tagged with wo rd senses.

P roviding innovat ive tech n o l ogy to solve this pro blem is
one of the main ch a l l e n ges of the MEANING pro j e c t
( R i gau et al. 2 0 0 2 ) .

In order to extend the stat e - o f - t h e - a r t in HLT, M E A N I N G
is promoting re s e a rch on (1) innovat ive processes and tools
for automatic acquisition of l exical know l e d ge from large -

scale document collec-
t i o n s ; (2) novel tech-
niques for accurat e ly
selecting the sense of
o p e n - class wo rds in a
l a rge number of l a n-
g u age s ; (3) ways to
e n r i ch existing mu l t i l i n-
gual linguistic know l -
e d ge re s o u rces by auto-
m at i c a l ly map p i n g
i n fo rm ation across lan-
g u age s.

1) Dealing with know l e d ge acquisition

The acquisition of linguistic know l e d ge from corp o ra has
been a ve ry successful line of re s e a rch . H oweve r, mu ch of
the use of the acquired know l e d ge has been hampered by
the fact that the texts are not sense-disambiguat e d , a n d
t h e re fo re, o n ly certain know l e d ge about wo rds can be
a c q u i re d ; t h at is, s u b c at ego r i s a t i o n ,selectional pre fe re n c e s,
e t c. It is a we l l - e s t ablished fact that mu ch of the linguistic
b e h aviour of wo rds can be better explained with re fe re n c e
to wo rd senses.

H aving texts automat i c a l ly sense-tagged with high accura-
cy will produce significantly better know l e d ge, i n cl u d i n g
s u b c at ego r i s ation fre q u e n c i e s, domain info rm at i o n , t o p i c
s i g n at u re s, selectional pre fe re n c e s, specific lex i c o - s e m a n t i c
re l at i o n s, t h e m atic role assignments, and diathesis altern a-
t i o n s. F u rt h e rm o re, it will allow the inve s t i gation of a u t o-
m atic methods for dealing with new senses not present in
c u rrent wo rdnets and clustering of wo rd senses.

2) Dealing with concep t s

Wo rd sense disambiguation (WSD) is the task of a s s i g n i n g
the ap p ro p r i ate meaning (sense) to a given wo rd in a tex t
or discours e. Wo rd sense ambiguity is a central pro blem fo r

m a ny established HLT ap p l i c ations (fo r
example machine tra n s l at i o n , i n fo rm at i o n
ex t ra c t i o n , and info rm ation re t r i eva l ) . Th i s
is also the case for associated sub-tasks (e. g. ,
re fe rence resolution and pars i n g ) . For this
reason many intern ational re s e a rch gro u p s

German Rigau
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a re wo rking on W S D, using a wide ra n ge of ap p ro a ch e s.
H oweve r, no large-scale bro a d - c ove rage accurate WSD sys-
tem has been built to dat e. With current stat e - o f - t h e - a rt
a c c u ra cy in the ra n ge 60-70% (Florian et al. 2 0 0 2 ) , WSD is
p e r h aps one of the most important open pro blems in NLP.

A promising current line of re s e a rch uses semantically
a n n o t ated corp o ra to train machine learning (ML) algo-
rithms to decide wh i ch wo rd sense to choose in wh i ch con-
t ex t s. The wo rds in these annotated corp o ra are tagge d
m a nu a l ly with semantic classes taken from a particular lex-
ical semantic re s o u rce (most commonly Wo rd N e t ) . M a ny
s t a n d a rd ML techniques have been tried, s u ch as Baye s i a n
l e a rn i n g, exemplar based learn i n g, decision lists, and re c e n t-
ly margin-based cl a s s i f i e rs like boosting and support ve c t o r
m a ch i n e s. These ap p ro a ches are termed “superv i s e d ”
because they learn from prev i o u s ly sense annotated dat a
and there fo re they re q u i re a large amount of human inter-
vention to annotate the training dat a .

H oweve r, s u p e rvised WSD systems suffer from the
“ k n ow l e d ge acquisition bottleneck ” : it takes them mere sec-
onds to process the training materials that take months to
a n n o t ate manu a l ly. S o, although machine learning cl a s s i f i e rs
a re undeniably effe c t ive, t h ey are not fe a s i ble until we can
obtain re l i able unsupervised training dat a . Ng (1997) esti-
m ates that the manual annotation effo rt necessary to bu i l d
a bro a d - c ove rage wo rd - s e n s e - a n n o t ated English corpus is
about 16 pers o n - ye a rs ; and this effo rt would have to be
rep l i c ated for each diffe rent language. U n fo rt u n at e ly, m a ny
people think that Ng’s estimate might fall short , as the
a n n o t ated corpus thus produced is not guaranteed to
e n able high accura cy W S D.

Some recent wo rk focuses on reducing the acquisition cost
and the need for supervision in corpus-based methods fo r

W S D. L e a c o ck et al. ( 1 9 9 8 )
and Mihalcea and Moldova n
(1999) automat i c a l ly ge n e rat e
a r b i t ra r i ly large corp o ra fo r
u n s u p e rvised WSD tra i n i n g,
using the synonyms or defi-
nitions of wo rd senses pro-
vided in Wo rdNet to fo rmu-
l ate search engine queries
over the Web. In another
i n d ependent re s e a rch are a
Ya row s ky, (1995) and Blum
and Mitch e l l , (1998) have
s h own that it is possible to
reduce the need for superv i-
sion with the help of l a rge
amounts of u n a n n o t at e d
d at a . Fo l l owing these ideas,
MEANING is deve l o p i n g
k n ow l e d ge-based pro t o t y p e s
for obtaining accurate ex a m-
ples from the web for specif-
ic Wo rdNet synsets, as we l l

as large quantities of u n a n n o t a ted ex a m p l e s.

But in order to make significant advances in WSD system
a c c u ra cy, systems need to be able to use types of l ex i c a l
k n ow l e d ge that are not curre n t ly ava i l able in wide-cove rage
l exical know l e d ge bases: for example subcat ego r i s ation fre-
quencies for pre d i c ates (part i c u l a rly verbs) re ly on wo rd
senses or selectional pre fe rences of p re d i c a tes for classes of
a rg u m e n t s, amongst others.

3) Dealing with multilingualism 

In MEANING, the idiosyncratic way the meaning is
realised in a particular language is cap t u red and ported to
the rest of l a n g u ages invo l ved in the project using the
E u ro Wo rdNet arch i t e c t u re (Vossen 1998). I n
E u ro Wo rdNet local wo rdnets are linked via an Inter-
L i n g u a l - I n d ex (ILI) allowing the connection from wo rds in
one language to tra n s l at i o n - e q u ivalent wo rds in any of t h e
other language s. In that way, t e ch n o l ogical advances in one
l a n g u age can help the other languages connected. Fo r
i n s t a n c e, for Basque, being an aggl u t i n at ive language with
ve ry rich morp h o l ogical-syntactic info rm at i o n , it is possibl e
to ex t ract semantic re l ations that would be more difficult to
c ap t u re in other language s. H oweve r, Basque is not as wide-
ly found on the web as the others. Using this ap p ro a ch it is
p o s s i ble to balance both gap s.

Although the tech n o l ogy to provide compatibility acro s s
wo rdnets exits (Daude et al., 2 0 0 3 ) , n ew re s e a rch is being
c a rried out in MEANING for porting and uploading the
various types of k n ow l e d ge across language s, and new way s
to va l i d ate the ported know l e d ge in the target language s.

The three re s e a rch lines mentioned ab ove have been
ex p l o red sep a rat e ly with re l at ive success. In fa c t , until now,
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no re s e a rch group in isolation has tried to combine all these
fa c t o rs. We designed the MEANING project conv i n c e d
t h at only a combination of all re l evant know l e d ge and
re s o u rces will be able to produce significant advances in this
c rucial re s e a rch are a .

MEANING is now perfo rming an innovat ive bootstrap-
ping process (see figure 1) to deal with the inter- d ep e n d e n-
cy between WSD and know l e d ge acquisition. This boot-
s t rapping process consist of t h ree consecutives cycl e s , e a ch
one including large-scale W S D, a c q u i s i t i o n , and port i n g. I n
e a ch cycl e, h i g h ly accurate WSD systems allow more accu-
rate acquisition of k n ow l e d ge, wh i ch is placed into a com-

‘Placa de Cat a l u nya ’ , ‘La Ra m bl a ’ , ‘ The Oly m p i c
Q u a rt e r ’ , and the pilgr i m s ’ place ‘ M o n t s e rrat ’ , a bit out of
t ow n .

In  short , the students enjoyed their time in beautiful
B a rc e l o n a , the city, the cours e s, the interc o u rse with their
fe l l ow students and lecture rs. It is commonly agreed that
it was a good and fruitful ex p e r i e n c e. B e s i d e s, all part i c i -
pants share the hope for a continu ation of the summer
s chool tra d i t i o n , thus providing other students with sim-
ilar opportunities in the future, and would like to thank
the orga n i s e rs for all their care and help befo re and dur-
ing the orga n i s ation of the sch o o l .

FOR INFORMAT I O N

Pe t ra Wag n e r is a lecturer at the Institut für
Ko m mu n i k at i o n s fo rs chung und Phonetik at the
U n ive rsität Bonn 

E m a i l : wag n e r @ i k p.uni-bonn.de 

Web : w w w. i k p. u n i - b o n n . d e / ~ pwa /

mon Multilingual Central Rep o s i t o ry based on
E u ro Wo rdNet (that will help future WSD and acquistion
p h a s e s ) .

A wide ra n ge of t e chniques are re q u i red to progre s s ive ly
a u t o m ate the know l e d ge life cycle – in part i c u l a r, for deve l-
oping a tru s t wo rt hy semantic web infra s t ru c t u re and a mu l-
tilingual ontology fra m ewo rk to support advanced know l-
e d ge manage m e n t .Th e re is no doubt that these pro c e s s e s
will re q u i re ex t racting high-level meaning from the large
collections of content data and their automatic rep re s e n t a-
tion in a common know l e d ge base. This is the main
re s e a rch goal of the MEANING pro j e c t .

cont’d from p. 10
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Workshop report The EMLS Summer School 2003
in Barcelona

compiled by Petra Wagner based on reports by Jayme Blans, Gina Koobs,
and Khiet Truong (all Utrecht), and Corinna Kann and Eva Lasarcyk (both Bonn)

This ye a r ’s Summer School of the European Masters in
L a n g u age and Speech took place from Ju ly 7-11 at UPC
B a rc e l o n a . It was the fo u rth of its kind, and once aga i n
it was a success with both students and lecture rs. Th e
summer school has become incre a s i n gly popular in
recent ye a rs. In Ju ly 2003, it at t racted more than 60 par-
ticipants from all over Europe to the beautiful Cat a l a n
c apital for a week dedicated to  speech processing and
c o m p u t ational linguistics. A wide ra n ge of tutorials cov-
ering a lot of d i ffe rent topics, student pre s e n t a t i o n s, a n d
p o s t e rs we re awaiting the part i c i p a n t s, and provided a
full one week progra m m e.

The fo l l owing text presents the impressions of s eve ra l
students from the Netherlands and Germ a ny who hope-
f u l ly are rep re s e n t a t ive for the majority of p a rt i c i p a n t s.

The academic programme of the school included twe l ve
t u t o r i a l s, ranging from speech processing issues like
s p e e ch synthesis and dialogue systems, to “know l e d ge
rep re s e n t at i o n ” issues like nat u ral language pro c e s s i n g
with PRO LOG or building semantic netwo rk s. Most of
the student pre s e n t ations concentrated on ongoing or
re c e n t ly finished M.A. p ro j e c t s. The students pre s e n t e d
their wo rk either as a 30-minute talk or with the help of
p rep a red posters.

The students especially enjoyed the hands-on ap p ro a ch-
es in many courses such as Building Corp o ra and
Limited Domain Synthesis Exe rc i s e, since these helped
to get a better understanding of all the necessary step s
i nvo l ved building wo rking ap p l i c ations or dat ab a s e s. Fo r
p ro s p e c t ive students of upcoming summer sch o o l s, i t
should be noted that the courses are introductions to the
wo rk of the lecture rs rather than a substitute for a one-
semester course held at unive rs i t y. G iven an ave rage of
s even hours durat i o n , a summer school course cannot
p rovide one with a detailed introduction as well as deve l-
oping time for a full pro j e c t . C o n s e q u e n t ly, the part i c i-
pants we re not expected to develop complex code and
a l gorithms by themselve s, but rather copy-paste and
modify existing ones. In ge n e ra l , less time was spent on
explaining details of the programming code but rat h e r
on the ge n e ral pro c e d u re of the individual ap p ro a ch or
ap p l i c at i o n . The courses thus provide the students with
a basis on wh i ch they develop their own individual ap p l i-
c at i o n s.

While it was sometimes hard to gather info rm at i o n
about course contents in advance of the summer sch o o l ,

most questions we re answe red via email immediat e ly.
Once people had arr ived in Barc e l o n a , the orga n i s at i o n-
al aspects and interch a n ge of i n fo rm a tion went smooth-
ly. The accommodation was pleasant for seve ral re a s o n s :
it was located in a nicely equipped Youth Hostel in the
c e n t re of B a rc e l o n a . S t aying in the youth hostel gave
eve ry participant a chance to meet some of the other
E u ropean students and learn more about their ongo i n g
p ro j e c t s ; and besides, it was close to the beach wh i ch
t u rned out to be the students’favourite spot! At any time
o f the day (or night) it proved to be an excellent point to
meet other EMLS students in an info rmal at m o s p h e re
and provided the best env i ronment to relax from the lec-
t u re s. U n l i ke that of the students, the lecture rs ’ a c c o m-
m o d ation was close to the unive rsity campus outside the
city centre. The students on the whole ap p re c i ated the
fact that it was not the other way ro u n d .

Besides doing a good job of p reparing the academic pro-
gramme of the summer sch o o l , the local orga n i s e rs also
s u rprised the participants with a pleasant exc u rsion to
Pa rc Güell, wh i ch was ge n e ra l ly enjoye d . One got the
chance to socialise with other participants and lecture rs,
o f exchanging ideas, and simply absorbing the historical
and arch i t e c t u ral aspects of the park . F u rt h e rm o re, t h e
welcoming re c eption at the impre s s ive Barcelona Tow n
Hall was an amazing ex p e r i e n c e, making eve ry part i c i -
pant feel honoured to have been tre ated in such a spec-
tacular and friendly fa s h i o n .

Despite the day-filling EMLS progra m m e, enough time
was left for individual ex p l o ration of the town with its
i n t e resting and famous at t ractions and its ve ry own ‘ fl a i r ’ .
The most highly frequented place was pro b ably the
ch u rch ‘ S agrada Fa m i l i a ’ by Gaudì, wh i ch is still in the
p rocess of being bu i l t . Other places of i n t e rest we re

Participants at the EMLS Summer School

cont’d on p. 9
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Natural Language Components
for Smart Applications

Atro Voutilainen, Connexor

I n fo r med decision-making in corp o rations and
other env i ronments needs access to  re l evant know l-
e d ge, p r i m a r i ly coded as nat u ral language t ex t .
Po t e n t i a l ly re l evant text is accessible in  large and
growing volume over the Web. Text volume and va r i-
ety is too large for casual re a d i n g, so help is needed
to find the re l evant info rm ation and serve it to the
consumer in an ap p ro p r i a te fo r m and language. A
s o f t wa re indust ry, K n ow l e d ge Manage m e n t , h a s
e m e rged to  meet this know l e d ge need.

Because know l e d ge is large ly coded as fre e - fo rm
t ex t , a KM ap p l i c ation should be able to find and use
the info rm at ion thus ‘ h i dd e n’ in tex t , i . e. , a n a ly s e,
and to some extent unders t a n d , n at u ral language.
Despite the half-century re s e a rch t radition in nat u ra l
l a n g u age pro c e s s i n g, a u t o m ating language analy s i s
and understanding are still rega rded as ve ry hard
ch a l l e n ge s. Th e re is a demand for NLP ex p e r tise in
the KM industry, though maybe not yet as high as
one ve rsed in language tech n o l ogy might consider
re a s o n abl e.

C o n n exor was started (originally under the name
` C o n exor’ ) in 1997 by three fo rmer members of t h e
U n ive rsity of H e l s i n k i ’s NLP group – Pa s i
Tap a n a i n e n , Timo Jä rvinen and A t ro Voutilainen –
after nearly two decades of successful academic
re s e a rch into linguistically oriented nat u ral language
p rocessing (including finite state morp h o l ogy, t ag-
ging based on linguistic constra i n t s, f u n c t i o n a l
d ep e n d e n cy syntax) at the Unive rsity of H e l s i n k i
and other re s e a rch centre s. During its first ye a rs
C o n n exor mainly developed products for the end-
user market (e. g. , a grammar/style ch e cker fo r
E n glish known as Tru e S t y l e r; a term i n o l ogy man-
agement and content nav i gation program called
N av i Te rm ) . After the t urn of the century, C o n n exo r
chose to focus on developing and licensing its lan-
g u age analysis tech n o l ogy as embedd able compo-
nents to ap p l i c at ion deve l o p e rs. C o n n exo r ’s
‘ M a ch i n e s e ’ p roducts enrich nat u ral language tex t s
( c u rre n t ly with support for ten language s : E n gl i s h ,

Fre n ch , S p a n i s h , G e rm a n , D u t ch , I t a l i a n , F i n n i s h ,
S we d i s h , N o r weg i a n , Danish) with an interp re t at ive
l ayer served as a progra m m e r ’s interface (API) to
ap p l i c ation deve l o p e rs wo rking with  various plat-
fo rms (e. g. , Wi n d ow s, L i nu x , Unix) and tech n o l o-
g i e s. Using the Machinese A P I , ap p l i c ation deve l o p-
e rs can access and use re l evant info rm ation ‘ d e c o d-
e d ’ by Mach i n e s e, without  getting too invo l ved in the
c o m p l exities of n at u ral language and linguistic
a n a ly s i s.

C o n n exo r ’s language processing tech n o l ogy is cur-
re n t ly used in some 150 softwa re houses and R&D
l abs wo rl dw i d e, both academic (e. g. , M a s s a ch u s e t t s
Instit ute of Te ch n o l ogy, H a rva rd Unive rs i t y, N ew
Yo rk Unive rs i t y, U n ive rsity of To kyo) and commer-
c i a l , m a i n ly for the fo l l owing ap p l i c a tion areas (some
c o m m e rcial orga n i s a tions that we are permitted to
mention by name are shown in pare n t h e s e s ) :

k n ow l e d ge management (ClearFo re s t , Fa s t
S e a rch and Tra n s fe r, Basis Te ch n o l ogy, G e n e ra l
Electric R&D, C o rp o ra plc, M i c ro s o f t ) ;
m a chine tra n s l ation (Mimos Berhad, K i e l i ko n e,
L a n g s o f t , M a s t e r ’s Innovat i o n s ) ;
e d u c at ion (Booke t t e, VanLindon Tra i n i n g
M e t h o d s, Kone Elevat o rs ) ;
s p e e ch (Toshiba Corp o rat i o n ) .

Design of l a n g u age models is know l e d ge-based and
l i n g u i s t i c a l ly oriented rather than stoch a s t i c.
Linguistic insights are refined and empirically va l i-
d ated against ex t e n s ive corpus dat a . The linguistic
ap p ro a ch developed by Connexo r ’s fo u n d e rs and
their colleagues has shown its success in  accurat e
and info rm at ive language analy s i s, as can be seen in
their many publ i c ations in leading language engi-
neering fo rums (e. g. , c o n fe rence series organised by
ACL and ICCL).

Let  us now look more cl o s e ly at the Machinese pro d-
u c t s. The arch i t e c t u re and compilers of C o n n exo r ’s
p roducts are based on Connexo r ’s finite state calcu-
lus and language - generic design. A dding support to
a new language basically means building ap p ro p r i a t e
l a n g u age models (ex t e n s ive morphosyntactic lex i-
cons and gra m m a rs) for the language.

Feature
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M a chinese Phrase Tagge r

M a chinese Phrase Tagger is a fast light parser that
e n r i ches t ext with  base fo rms and tags for part of
s p e e ch , m o rp h o l ogy, and basic meaningful entities
( e. g. , m o d i f i e r-head sequences), i . e. , it produces wo rd
class and shallow syntactic tag s. The sentence “Th ey
look at the diffe rent labour market models of E u ro p e
and the US” g ives the fo l l owing output when analy ze d
with Machinese Phrase Tagge r:

Th ey t h ey @NH PRON 
l o o k l o o k @MAIN V IND PRES 
at at @PREMARK PREP 
t h e t h e @PREMOD DET 
d i ffe re n t d i ffe rent     @PREMOD A 
l ab o u r l ab o u r @PREMOD N 
m a rke t m a rke t @PREMOD N 
m o d e l s m o d e l @NH N PL 
o f o f @POSTMOD PREP 
E u ro p e E u ro p e @NH N Pro p
a n d a n d @CC CC 
t h e t h e @PREMOD DET 
U S U S @NH N Pro p
. .

On the basis of this kind of simple mark u p, s eve ra l
useful tasks can be accomplished. For instance, t e rm s
and other content-rich ex p ressions can be ex t ra c t e d
by mat ching wo rds and wo rd sequences with ap p ro-
p r i ate wo rd class and syntactic tags (e. g. a d j e c t ives or
nouns as pre m o d i f i e r, fo l l owed by noun as nominal
h e a d ) . Basic phrases can also help to predict intona-
t i o n , so Machinese Phrase Tagge rs are used in  tex t - t o -
s p e e ch synthesis pro d u c t s.

M a chinese Syntax

M a chinese Syntax is a full syntactic parser t hat pro-
duces both morp h o l ogical info rm ation for wo rd - fo rm
t o kens and functional dependencies rep resenting re l a-
tional info rm ation in sentences. For instance,
M a chinese Syntax shows simple and complex entities
in  sentences, and it describes re l ations between these
e n t i t i e s :

• objects and ontological facts (names, o rga n i s at i o n s
and places)

• actions (‘who did wh at to wh o m ’ ) , a n d
• circumstances (wh e re, wh e n , why, h ow ...)

This makes Machinese Syntax a nat u ral choice fo r
k n ow l e d ge - i n t e n s ive ap p l i c at i o n s .

M a chinese Syntax output contains five fields:

• wo rd position
• wo rd - fo rm
• base-fo rm (a.k.a. l e m m a )
• functional dep e n d e n cy
• functional tag, s u r face-syntactic tag, and mor-
p h o l ogical t ag s

Consider the analysis of the sentence “I re m e m b e r
h aving seen her somewh e re befo re ” b e l ow. The fifth
wo rd in the sentence, “ h e r ” , has the base fo rm “she”.
It is analysed as a direct object (obj), d ependent of
wo rd number 4. The functional dep e n d e n cy type is
s h own by the functional tag @OBJ, fo l l owed by the
s u r face-syntactic label %NH indicating that the wo rd
is the head of the phra s e. M o rp h o l ogical labels fur-
ther specify that the wo rd is the singular third - p e rs o n
fo rm of a personal pronoun in the accusat ive case.

The explicit re l at ional info rm ation is rep resented in
the fo u r th field by functional dep e n d e n c i e s.
Functional dependencies consist of the function type
l abel and a numerical index pointing to its head. In the
sentence ab ove, the main element of the sentence is
the wo rd nu m b e red 2, wh i ch  is ex p ressed by the va l u e
0 of the numerical index . The main element, “ re m e m-
b e r ” , has two direct dep e n d e n t s, the wo rds “I” a n d
“ s e e n ” . The wo rd “seen” is labelled as an object
because it is the head of a participial clause acting as
object of “ re m e m b e r ” , a complex fo rm containing an
a u x i l i a ry pre d i c ate “hav i n g ” t h at is analysed as a ve r b
chain element (v-ch) dependent on the main pre d i-
c at e. In add i t i o n , the verb “seen” has three dire c t
d ep e n d e n t s : the object  “her”, the adverbial “some-
wh e re ” ex p ressing locat i o n , and the adve r b i a l
“ b e fo re ” ex p ressing temporal re l a t i o n . In  this case,
the semant ic distinction between a locat ive and a tem-
p o ral adverbial is ex p ressed at the level of f u n c t i o n a l
d ep e n d e n c i e s.

Figure 1: Machinese Syntax analysis of “I remember having seen her somewhere before.”

1 I I subj>2 @SUBJ %NH PRON PERS NOM SG1
2 remember remember main>0 @+FMAINV %VA V PRES
3 having have v-ch>4 @-FAUXV %AUX ING
4 seen see obj>2 @-FMAINV %VA EN
5 her she obj>4 @OBJ %NH PRON PERS ACC SG3
6 somewhere somewhere loc>4 @ADVL %EH ADV
7 before before tmp>4 @ADVL %EH ADV
8 . .
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M a chinese Semantics

M a chinese Semantics is a semantic analyser that pro-
vides semantic role re c ognition as well as gra m m at i-
c a l , l ex i c a l , and sentent ial semant ic fe at u re s. Th e s e
i n cl u d e, for ex a m p l e :

re c ognition of mu l t i - wo rd fo rms as one entity
( e. g. , wo u l d _ h ave _ b e e n _ i n fo rm e d )
h a rm o n i s a tion of the syntactic st ru c t u re s
name re c ognition and cl a s s i f i c ation (pers o n , l o c a-
t i o n , o rga n i s at i o n )
semantic fe at u re re c ognition (human, a n i m a t e,
t o o l , d u rat ive, e t c. )

It includes fe at u res that make it especially suitable fo r
use as a source language analyser in machine tra n s l a-
tion or in info rm ation ex t ra c t i o n .

M a chinese Semant ics produces output as (possibly
re c u rs ive) at t r i bu t e - value pairs. C at egories are va l u e s
o f the corresponding at t r i bu t e. E a ch node in the
a n a lysis is a single wo rd or a mu l t i - wo rd unit. Th e

p a rser produces three at t r i butes whose value is a
s t r i n g . ‘ Wo rd ’ is the running text toke n . ‘ L e m m a ’ i s
t he base fo r m of the nu cl e u s. ‘ H e a d ’ is printed only
in those mu l t i - wo rd units wh e re it is diffe rent fro m
the lemma. After that fo l l ow the syntax, s e m a n t i c s,
and linear mat r i c e s.

The Machinese Semantics analysis of the sample sen-
t ence “A book was given to Jo h n .” is shown in Figure
2 as a graphical fe at u re stru c t u re pre s e n t at i o n .

M a chinese Metadat a

M a chinese Metadata is a tool fo r:

I n fo rm ation re t r i eva l : a u t o m atic index i n g
S u m m a r i z ation of the info rm ation content: a u t o-
m atic key wo rd and name re c og n i t i o n
C l a s s i f i c ation of the documents: a u t o m atic key-
wo rd and name re c og n i t i o n
Te rm i n o l ogical wo rk : a u t o m atic technical term
ex t ra c t i o n

Figure 2: Machinese Semantics analysis of “A book was given to John”

•

•
•

•

•
•

•

•
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FOR INFORMATION

Atro Voutilainen is CEO of Connexor

Email: atro.voutilainen@connexor.com
Web: www.connexor.com

M a chinese Metadata describes content using singl e -
wo rd and mu l t i - wo rd key wo rds and names. I t
ex t racts key wo rds and names automat i c a l ly fro m
i n fo rm ation sources and indicates wh at the sourc e s
a re ab o u t . Key wo rds and names summarise the
essential info r m ation in a document.

The re c ognition of key wo rd s, p roper names, a n d
t e chnical term candidates is based on automatic con-
tent analysis that includes part - o f - s p e e ch tagg i n g,
l exical and syntactic analy s i s, and analysis of t h e
position and distribution of wo rd s. The content
a n a lysis produces an estimation of essential info r-
m ation in a document and the term - l i kelihood of t h e
t e rm candidat e s.

M a chinese Metadata tech n o l ogy is used for automat-
ic news analy s i s, i n d ex i n g, and summary ge n e rat i o n .

C u rrent deve l o p m e n t s

An ongoing effo rt at Connexor is the compilation of
ex t e n s ive name re s o u rces for use in contex t u a l

re c ognition and cl a s s i f i c ation of names and other
i n fo rm at i o n - r i ch ent ities. A part of this effo rt alre a dy
s h ows in the current ve rsion of the Machinese Phra s e
Tagge r. A Mach i n e s e
p roduct for identify-
ing and cl a s s i f y i n g
names and other
entit ies for all
M a chinese language s
will be released dur-
ing this ye a r.

Atro Voutilainen

Invitation and Call for Papers

Third International Conference on Natural Language Generation 

Careys Manor
Brockenhurst
New Forest
UK
14-16 July 2004

INLG is the leading international conference on research into natural language generation.

INLG04 will take place in the beautiful New Forest in the south of England. In keeping
with the tradition established by past INLG conferences, Careys Manor is a sec luded self-
contained venue with outstanding food, rooms, conference and fitness facilities.

Submissions are invited for the main and student sessions (deadline Mar 12) and the poster
session (deadline May 14) of the conference, on any aspect of natural language generation.
Full details of the calls and submission details can be found on the conference website.

INLG04 is organised by ITRI, University of Brighton on behalf of SIGGEN, the special interest group on generation of
the Association for Computational Linguistics (ACL).

inlg04@itri.brighton.ac.uk                                                  www.itri.brighton.ac.uk/inlg04

mailto:outilainen@conne
mailto:inlg04@itri.brighton.ac


Feb 15-21 Fourth International Conference on Intelligent Text Processing and Computational Linguistics 
(CICLing-2004): Seoul, Korea
Email: gelbukh@CICLing.org URL: www/CICLing.org/2004

Mar 6-9 Sixth Teaching and Language Corpora Conference (TaLC 2004): Granada, Spain
Email: talc6@ugr.es URL: www.ugr.es/local/talc6

Mar 10-12   S eventh International Confe re nce on the Statistical Analysis of Textual Data: L o u va i n - l a - N e u ve, B e l g i u m
Email: fairon@tedm.ucl.ac.be URL: www.jadt.org

Mar 22-24 First International Joint Conference on Natural Language Processing (IJCNLP-04): Hainan Island, China
Email: ijcnlp04.enquiry@cityu.edu.hk URL: www.cipsc.org.cn/IJCNLP-04

Apr 13 First International Workshop on Natural Language Understanding and Cognitive Science (NLUCS-2004): 
Porto, Portugal
Email: workshops@iceis.org URL: www.iceis.org

Apr 19-22 TALN04 (Traitement Automatique du Langage Naturel): Fez, Morocco
Email: taln2004@lpl.univ-aix.fr URL: www.lpl.univ-aix.fr/jep-taln04

Apr 26-27 European Association for Machine Translation Workshop: Malta
Email: mike.rosner@um.edu.mt URL: www.eamt.org

Feb 22 ESSLLI-2004 Stduent Session: Nancy, France Aug 9-20,
Email: paulege@magic.fr, URL: esslli2004.loria.fr

Mar 8 ACL04 Student research Workshop: Barcelona, Spain, Jul 21-26,
Email: acl04-student@list.cs.brown.edu, URL:www.acl04.org

Mar 12 Third International Conf erence on Natural Language Generation (INLG04): New Forest, UK,
Jul 14-16, Email: inlg04@itri.brighton.ac.uk,URL: www.itri.brighton.ac.uk/inlg04

Mar 12 CATALOG’04 (Eighth Workshop on the Semantics and Pragmatics of Dialogue), Barcelona, Spain,
Jun 19-21, Email: catalog04@upf.edu, URL:www.upf.edu/catalog

Mar 15 Ninth International workshop on Speech and the Computer (SPECOM’2004): St Petersburg, Russia,
Sep 20-22, Email:specom@mail.iias .spb.su, URL: www.spiiras.nw.ru/speech

This is only a selection – see www.elsnet.org/cgi-bin/elsnet/events.pl for details of more events and
deadlines.pl for more deadlines.

If you would like to write a review of any of these (or other language/speech related events you attend),
please contact the ELSNews editor.
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What is ELSNET?

ELSNET is the European Netwo rk in Human Language
Te ch n o l og i e s. ELSNET is sponsored by the Human
L a n g u age Te ch n o l ogies programme of the Euro p e a n
C o m m i s s i o n ; its main objective is to foster the human lan-
g u age tech n o l ogies on a broad fro n t ,c re ating a plat fo rm wh i ch
b r i d ges the gap between the nat u ral language and speech com-
mu n i t i e s, and the gap between academia and industry.

ELSNET operates in an intern ational context across discipline
b o u n d a r i e s, and deals with all aspects of human commu n i c a-
tion re s e a rch wh i ch have a link with language and speech .
M e m b e rs include public and private re s e a rch institutions and
c o m m e rcial companies invo l ved in language and speech tech-
n o l ogy.

ELSNET aims to encourage and support fruitful collab o ra-
tion between Euro p e ’s key playe rs in re s e a rch , d eve l o p m e n t ,
i n t egrat i o n , and dep l oyment across the field of l a n g u age and
s p e e ch tech n o l ogy and neighbouring are a s.

ELSNET seeks to develop an env i ronment wh i ch allows opti-
mal ex p l o i t ation of the ava i l able human and intellectual
re s o u rces in order to advance the field. To this end, t h e
N e t wo rk has established an infra s t ru c t u re for the sharing of
k n ow l e d ge, re s o u rc e s, p ro bl e m s, and solutions across the lan-
g u age and speech commu n i t i e s, and serving both academia

FOR INFORMATION
ELSNET
U t re cht Institute of Linguistics OT S, U t re cht Unive rs i t y,
Trans 10, 3512 JK, U t re ch t , The Netherl a n d s
Te l : + 31 30 253 6039
Fa x : +31 30 253 6000
Email: elsnet@elsnet.org
Web: http://www.elsnet.org

and industry. It has developed various stru c t u res (committees,
special interest gro u p s ) , events (summer sch o o l s, wo rk s h o p s ) ,
and services (web s i t e, e-mail lists, E L S N e w s, i n fo rm ation dis-
s e m i n at i o n , k n ow l e d ge bro ke rage ) .

E l e c t ronic Mailing List

elsnet-list is ELSNET’s electronic mailing list. Email sent to
elsnet-list@let.uu.nl is re c e ived by all member site contact
p e rs o n s, as well as other interested part i e s. This mailing list
m ay be used to announce activ i t i e s, post job openings, o r
discuss issues wh i ch are re l evant to ELSNET. To re q u e s t
a dd i t i o n s / d e l e t i o n s / ch a n ges of a dd ress in the mailing list,
please send mail to elsnet@let.uu.nl

Subscriptions

Subscriptions to ELSNews are currently free of charge.
To subscribe, visit http://www.elsnet.org and follow
the links to ELSNews and “subscription”.

The ELSNET Pa rt i c i p a n t s :
Academic Sites

A U n ive rsity of Vi e n n a
A Austrian Re s e a rch Institute for A rtific ial  

I n t e l l i gence (OFA I )
A V ienna U nive rsity of Te ch n o l ogy
AU Macquarie Unive rs i t y
B U n ive rsity of A n t we rp - UIA
B Ka t h o l i e ke Unive rsiteit Leuve n
B G B u l g. A c a d . Sci.- Institute of M at h e m atics 

and Info rm at i c s
B Y B e l o russian A c a d e my of S c i e n c e s
C H SU PSI Unive rsity  of Applied Science s
C H U n ive rsity of G e n eva
C Z C h a rles U nive rs i t y
D U n ive rsitaet des Saarl a n d e s
D Ru h r- U n ive rsitaet Boch u m
D U n ive rsität des Sa arlandes CS-AI
D G e rman Re s e a rch Center for A rtificial 

I n t e l l i gence (DFKI)
D Institut für A n gewandte 

I n fo rm at i o n s fo rs ch u n g
D U n ive rsität Erl a n ge n - N ü rn b e rg - FORW I S S
D U n ive rsität Hambu rg
D C h r i s t i a n - A l b re chts Unive rs i t y, K i e l
D U n ive rsitä t Stuttga rt - I M S
D K U n ive rsity of S o u t h e rn Denmark
D K Center for Sprog t e k n o l o g i
D K A a l b o rg Unive rs i t y
E U n ive rsidad Politécnica de Va l e n c i a
E U n ive rsity of G ra n a d a
E U n ive rsidad Nacional de Educación a 

Distancia (UNED)
E Po ly t e c hnic Unive rsity of C at a l o n i a
E U n ive rs i t at Autonoma de  Barc e l o n a
E U n ive rsidad Politécnica de Madrid
E L N ational Centre for Scientific Re s e a rch 

(NCSR) ‘ D e m o k r i t o s ’
E L U n ive r sity of Pat ra s
E L Institute for La nguage & Speech Processing 

( I L S P )
F LO R I A
F I n s t . N ational Po ly t e chnique de Gre n o bl e
F L I M S I / C N R S
F I R I S A / E N S S AT
F U n ive rsité Paul Sab atier (Toulouse III)
F U n ive rsité de Prove n c e
G E Tbilisi State Unive rs i t y, C e n t re on Language,

L ogic and Speech
H U Lóránd Eötvös Unive rs i t y
H U Te chnical Unive rsity of B u d ap e s t

I U n ive rsità degli Studi di Pisa
I Consorzio Pisa Ricerch e
I Fondazione  Ugo Bord o n i
I I R S T
I C o n s i glio Nazionale delle Ricerch e
I R L Trinity College ,U n ive rsity of D u bl i n
I R L U n ive rsity College Dubl i n
LT I n s t . o f M at h e m atics & Info rm at i c s
N L Fo u n d ation for Speech Te ch n o l ogy
N L U n ive rsity of Twe n t e
N L U n ive rsity of G ro n i n ge n
N L T i l bu rg Unive rs i t y
N L E i n d h oven Unive rsity of Te ch n o l ogy (TUE)
N L U n ive rsity  of N i j m ege n
N L Leiden Unive rs i t y
N L U t re cht Unive rs i t y
N L N e t h e rlands Orga n i z ation for Applied 

Scientific Re s e a rch T N O
N L U n ive rsity of A m s t e rdam (UvA)
N O N o r wegian Unive rsity of Science and 

Te ch n o l ogy
N O U n ive rsity  of B e rge n
P U n ive rsity of L i s b o n
P IN ESC ID Lisboa
P N ew Unive rsity of L i s b o n
P L Polish A c a d e my of S c i e n c e s
RO Romanian A c a d e my
RU Russian A c a d e my of Sciences , M o s c ow
S KTH (Royal Institute of Te ch n o l ogy )
S L i n köping Unive rs i t y
T R S aba nci Unive rs i t y
UA I RTC UNESCO/ IIP
U K U n ive rsity of E d i n bu rg h
U K Leeds Unive r s i t y
U K U n ive rsity of S h e ff i e l d
U K U n ive rsity of E s s ex
U K U n ive rsity College London
U K The Queen's Unive rsity of B e l fa s t
U K U n ive rsity of B r i g h t o n
U K U n ive rsity of Yo rk
U K U M I S T
U K U n ive rsity of D u n d e e
U K U n ive rsity of U l s t e r
U K U n ive rsity  of C a m b r i d ge
U K U n ive rsity of S u s s ex
U K U n ive rsity of S u n d e rl a n d

Industrial Sites

B D h a x l ey Tra n s l at i o n s
C H L o c a l i z ation Industry Standards A s s o c i at i o n
D N ovo t e ch GmbH
D S y m p a l og Speech Te ch n o l ogies AG

D D a i m l e r C h r ysler AG
D L a n g e n s cheidt KG
D Ve r l ag Moritz Diesterweg GmbH
D aspect Gesellschaft für Mensch - M a s chine 

Ko m mu n i k ation mbH
D Philips Re s e a rch Lab o rat o r i e s
D G r undig Pro fessional Electronics GmbH
D Acolada Gmbh
D IBM D eutsch l a n d
D Va retis Commu n i c at i o n s
D H e a rtsome Europe GmbH
D X t ramind Te ch n o l ogies GmbH
D S y m p a l og Voice Solutions GmbH
D Sc ansoft A a chen G mbH
D K Tele Danmark
D K Z acco A / S
E S ch l u m b e rgerSema sae
E Te l e fonica I & D
E L K N OWLEGDE S. A .
F LINGA  s. a . r. l .
F S y s t ran SA
F X e rox Re s e a rch Centre Euro p e
F M e m o d at a
F A e ro s p at i a l e
F V E C S YS
F S C I P E R
F TG I D
F I N K i e l i kone Oy
F I N Nokia Re s e a rch Center
H U M o rp h o L ogic Ltd.
I OLIVETTI RICERCA SCpA
I LO QU E N D O
LV T I L D E
N L C o m p u l e e r
N L K n ow l e d ge Concepts BV
N L Sopheon NV
N L IP Globalnet Nederla nd BV
P L N e u rosoft Sp. z o. o.
RU Russicon Company
RU A NALIT Ltd
S Sema Info d at a
S Telia Promotor A B
U K Vo c a l i s, L t d .
U K H ew l e t t - Pa ck a rd Lab o rat o r i e s
U K Canon Re s e a rch Centre Europe Ltd
U K ALPNET UK Limited
U K S h a rp Lab o ratories of E u rope Ltd
U K BT A d a s t ral Pa rk
U K L ogica Cambridge Ltd.
U K 20/20 Speech LT D
U K Ta n g ent Telecom Ltd
U K C a m b r i d g e A l gorithmica Limited
U K Fo u rth Pe rson Ltd.
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