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Towards a Roadmap for Speech
Technology

José M. Parda Universidad Politécnica Madrid

A special session at Eurospeech 2003 in
Geneva, September 4 2003

This specia session at Eurospeech 2003, organised by
ELSNET, was intended to contritute to the wider
roadmapping exercise reported previously in ELSNews
The sesjon consided of an introduction to the
Roadmap concept and the objective of the session by
Steven Krauwer, followed by four invited papers pre-
sented by Paul Heisterkamp, Bjom Granstrom, Ron
Cole, and Roger Moore. The session ended with a dis-
cussion of the topics presented and of the generd
roadmap exercise, with questions from the audience.

Invited papers

The pgoer by Heister kamp addressed some of the
problems and solutions that we encounter today in spo-
ken dialogue systems (SDS). He mentioned how we

- should teach
people to use
the sygems
Most of the
actua prob-
lems are due
to people not
speaking to
the system,
people not
~ saying wha
they mean,
and people
not providing
the informa
tion requested
by the system.
Heisterkamp
gave some
examples

Genara's famous fountain, symbol of
Eurospeech 2003

w here semantic comprehension would be very difficult
to achieve by SDSfor along time to come, many more
than ten years People don’t always mean what they sa,
neither do they always say what they mean.

Heistercamp also addressed the fact that many systems
we use today work successfully because of conventions
not necessarily through logical and natural behaviour.
For instance the ‘querty’ layout of the typewriter was
not only designed to help typists write faster, but to
avid mechanic conflicts between consecutive keys
Today it is a convention and everybody usesit.

One of the condusions is that it would be good to
establish SDS conventions instead of trying to make a
machine mimic human behaviour exactly. The ultimate
goad of a SDS should be that of a better, chegper, con-
venient,and reliable service instead of trying to match
the human process Naturalness and ease of use are not
necessarily the same and to know how to use a system
we need conventions and training, not necessarily a nat-
ural system. He also addressed the important point of
investing in dialogue design, a topic not a ways taken
into consideration, tha contributes to the failure of
many systems.

The paper by Granstrom covered some of the prob-
|lems related to the use of multimodality today (i.e,inte-
grating audio and visual modalities) and how to solve

Note to our readers

With the transition to Framework Praggramme 6, future

gonsaship of ELSNET, and herce the fuue o
ELSNews, was gtill inthe balance as thisissue went to pr ess

We ar e working hard to try to ensure that ELSNews con -
tinuesits service to language and speech researchersin Eur ope
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them. The paper discussed some of the possible mod-
elsfor using multiple signals and integrating them in a
complete communication process. By its nature, the
paper presented the stae-of-the-art of actual systems
(it did not attempt to predict the future). Concretely it
presented thr ee problems. how to obtain data, how to
model them, and how to exploit them in dialogue sys-
tems In the presentaion, some demonstration of
facial synthesis was dong emphasising the holistic
nature of the speech comnunication process. Three
gpplications of facia synthesis were presented.

The paper by Cole set out his concept of the roadmap.
First, we have to decide on the objective and next on
the kind of journey we want to make to arrive & the
objective. It correctly, in my opinion, set the objecti ve:
to achieve ‘Grea Communication’; and the kind of
journey: characterised by much exploration, and guid-
ed by successes and failures during these adventures
led by ambitious goals and conducted by independent
researchers. Under this point of view it would be
imposside to egéblish predictions because they
depend very much on the successes and failures of the
resear chers, among other parameters. The pgper also
points out the paameters that define ‘Great
Communication': emotional, immersive, and personal.
It hypothesised also the the evaludion of future sys-
tems taking this view into account, would be relaed
more to the usefulness or not of the experience of the
users using the systems.

The paper reminded us about the multidisciplinarity of
the problem: speech research, psychology and cogni-

Participants enjoy exploring Lake Geneva (picture courtesy of Dan Bohus)
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tive sciences linguistics computer science and electri-
ca engineering. It is important to establish a good
interdisciplinary team with experts in all these disci-
plines It also shoved some steps that the Colorado
team are taking in this direction. Cole's opinion dear-
ly envisages future systems closer and closer to human
behaviour.

The pgper by Moore was dedicated to a particular
roadmap exercise on spoken language output. It had all
the ingredients that we are looking for: we want to
know what will hgppen in the mid-term future in the
area and the possible steps needed to make it hgppen.

In contrast with Cole's vision, the Roadmap is defined
by the objective (where to go?) and the optimum way
to achieve the objective (how to get there?) and not the
nature of thetrip (what kind of jour ney we want to get
there?). It was also driven by market pull, trying to
match it to technology push. This view is much more
practical and redlistic about what will possibly hgppen
and it also matches ary reasonable plan for an industry
involved in the field. First the market opportunities are
identified, then the product feaure concepts that could
satisfy them are defined, and finally the technical solu-
tions required to realise the new products.

The market drivers are identified from the 6th EU
framenork programme: “a future in which computers
and networks will be integrated into the everyday envi-
ronment, rendering accessible a multitude of services
and applications through easy-to use human inter-
faces’. Although not time-lebelled, some technical




challenges are listed in the spoken language output task:
improved modelling of style, voice and prosody, better
modelling of the vocal tract, and — very interesting —
models thd lear n, models with proprioceptive feedback
that hear and monitor their own performance.

Other papers presented at Eurospeech r elevant to
the Roadmap exercise

At least three other papers & Eurospeech 2003 were rel-
evant to the roadmap exercise:

“Speech and Language Processing: Where Have We
Been and Where Are We Going?’ (Kenneth Ward Church)

This paper speculded about the future with regard to
several questions, in particular:

1. Is more daa better data? The progress of language
processing has been alternaing between data models
and knowledge models At the start we had data models
(twenty years ago) then there was a move towards
knowledge models (grammars rules) to constrain the
data models We are currently in an era of data models
aggin (now in the second decade of it). Church's pre-
diction istha in ten years time we will have to go back
to knowledge-based models

2. What will we do with the petabytes (101%) of datathat
will be available? Search will become a key problem and
models tha address this issue will be important.

“ISCA Specid Session: Hot Topicsin Speech Smnthesis”
(Gerard Bailly, Nick Campbell, Bernd Mdbius)

What are the hot topics for speech synthesis? How will
they differ in five years time? ISCAs Specia Interest
Group on Synthesis (SynSIG) presents a few sugges-
tions This paper attempted to identify the top five hot
topics based not on an analysis of what is being pre-
sented at current workshops and conferences, but rather
on an analysis of wha is not. It was accompanied by
results from a questionnaire polling SynSIG members
views and opinions. The fact tha it abstracts the opin-
ions of several recognized experts in the area makes it
meaningful. It mentions evaluation, extension, emotion,
multimodality, and “type of input to the synthesiser” as
key topics today tha will still be alive in 2008.

“A Comparion of the Data Requirements of
Automatic Speech Recognition Systems and Human
Listeners” (Roger K. Moor )

Thiswas another contribution from Roger Moore on an
important topic, this time speculating ebout the speech
recognition task.

Since the introduction of hidden Markov modelling
there has been an increasing emphasis on data-dri ven
goproaches to automatic gpeech recognition. This

derives from the
fact that systems
traned on sub-
stantid corpora
readily  outper-
form those that
rely on more pho-
netic or linguistic
priors Similarly,
extra training data
almost always results in a reduction in word error rate
— “there's no data like more data’. Moore asked (and
answered) the follaving questions:

How much speech does a human listen to in alifetime?
120,000 hours How much speech would be needed with
actual system performance (extrgpolating) to achieve
human performance? 70 lifetimes. His condusion was
that our model of speedh recognition training is much
poorer than a humaris, so more work would be need to
be done to improve language models.

José M. Pardo

Discussion

Some of the discussion was related to the presentaions
on multimodal animated agents. One question that
arose from the audience was whether the goal is to
strive for naturalness of the agent, believability, or sim-
ply asystem that can help usin ary way, eveniif it isnot
similar to ahuman being. T he ansaer isthat society will

assess what applications are possible. Another com-
ment on the topic was tha the animated agent will

change the way a human person speaks to it, so they
could finally sustain effecti ve communication.

Roger Moore warned us aout the term naturalness.
Naturalnessisgood but it can be a serious problem. He
warns ggainst using this term, as it is unclear what is
consider ed natural. Human beings are constantly evolv-
ing and wha is natural today might not have been nat-
ural yesterday.

| shall finish with Ron Colée's conclusion on his vision
of the roadmap: “ Take big challenges and solve them”.

FOR INFORMATION

José M. Pardo is Head of the Speecth Technology
Group at Universidad Politécnica Madrid

Email: pardo@die.upm.es
Web: www.dieupm.es/personal/J-pardo.html.en

More information about Eurospeech can be found at
www.symporg.ch/eurospeech/

More inf ormation aout the roadmap can be found
on the ELSNET web site: www.elsnet.org
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Opinion

L anguage EngineeringOne

Annie Zaenen, Xerox PARC

Language engineering is a teem that has been in
fashion since the mid-nineties It is supposed tobe
distinguished from Computationd Linguistics,
which is more theoretical, and Naurd Language
Processing, which covers both theory and applica-
tions. Language Engineering in generd is, as
Hamish Cunningham[1] put it, “the discipline or
act of engineering software sysems tha perform
tasks involving processing human language. Both
the construction process and its outputs are meas-
urable and predictable The literature of the fidd
relates to both gpplication of relevant scentific
results and abody of practice.”

The term is however, dso used in amore restrict-
ed way as in the title of the recent Handoodk for
Languag Engireerd 2], which addresses mainly those
involved in linguistic data andyss within the
broader enterprise.

To avoid confusion, | will cdl the work done with-
in LE that concentrates on the anaysis and repre-
sentation of specific characterigics of naturd lan-
guage ‘LE’. Thisindudes rulewriting of various
sorts, annotation of traning corpora, designing
features for statisticd systems, etc  Although
about ten years ago linguigic knowledge was seen
as an obstade to progress by some, in fact it has
been gppealed to constantly even in statistical
applications. 1n some gpplications its contribution
is of such a low levd that it doesn't require lin-
guistic training. For instance, every college-educat-
ed person knows what parts of speech are and for
certan gpplicationsit might be good enough to get
by with those given in adictionary. ASNLP appli-
caions move away from basic informaion
retrievd towards more tasks that require some nat-
urd language understanding, a Language Engneer

faces more interesting challenges For some of
these tasks adegreein linguistics might be agood
starting point, e.g., syntactic rule writing or syntac-
tic treebank encoding of corpora. But for other
esentid tasksmost linguistsare not well prepared,
nor is anybody dse. Let's teke as an example task
‘co-reference resolution. This is recognised as an
esentid task for a great number of NL gpplica
tions and was some years ago the object of acou-
pleof MUC competitions. Asfar as| can se, the
LE, donein that context was disma. The prob-
lems with it are gently documented in a couple of

papers by Kibble and van Deemter[3]. To dgve jus
one of the mog striking examples, the annotators
weretold that the relation that they had to annotate
for was transitive, but dso that it held between the
‘the stock price’ and ‘$55' in a sentence such as
“Thestock price reached $55.” To ther credit, the
developers of the scheme noticed that this would
leed to problems in the case of sentences such as
“The stock price fel from $4.02 to $3.85" and
added the fix that in such cases the annotators
should choose the lag number. As van Deemter
and Kibble observe, what if the next sentence is
something like “Later that day it fel to an even
lower value, a $3.82"?

It wouldn't be worth talking about this of course, if
it were an isolaed incident. | have been looking a
severd annotation schemes and the output of sev-
erd LE, endeavours laely, and in most cases the
experience is rather depressing. Is this because
LE,ers are stupid (eg., because the only linguists
that do this work are the ones that can't find a rea
linguisticsjob)? | don't think so. | know LEers that
are superb linguists, and | am sure tha the develop-
ers of the co-reference annotaion guidelines saw
that they were painting themselves into a corner.
But they most likely had adeadline. Thisisthefirst
of the two man reasons that | see for the sorry
state of some of LE;. It has to do with the eco-
nomics of the enterprise; NL agpplicaions have to
be cheap and even when a nationd standard enter-
prise such as NIST cets into the act, the credo is
that annotations have to be done quickly and cheap-
ly, never mind that it will cost more to copewith the
results of this chegp work than to do it richt in the
firgd place The second is that more and more of
the information that one tries to get to through
these annotations (or rules or feaures) has no sci-
ence behind it because it has not been of concem
to traditiond linguists. Only very few linguists will
finish their degree (of whaever levd it may be)
with a dear knowledge of the different types of
angphoric relations tha can hold between an
angphor and its antecedent, and the way these
anaphoric relations determine or don't determine
co-reference or whichever other relations one
would like to eg ablish between entities One of the
ressons is tha most of syntax and semantics has
been concentraiing on sentence-internd relations,
another reason isthet it has been concentraing on




phenomena that are assumed to be categorical.
(There are academic subfields tha in the best of all
worlds could provide some theoreticd underpin-
nings for some of the problems LE, is grugding

with, but they are a thispoint not pursued in acom-
putationd setting)

This ggo in the study of naturd language phenome-
namakesthesituation of LE particulary precarious.
Yes LEers have to learn aout corpus building,
ontologies, evaluation, etc. — dl the useful topics
covered in the Handbook for Language Engireers— but
that doesn't fill the scentific gap. One might not
need deep ‘eplanatory adequecy’. To a point,
Engineering can get by without scientific explana
tion, but it cannot get by without science tha is
descriptively adequate. As long as this problem is
not recognised and taken care of, the Language

Engineer, is on a mission impossible, and LE in the
broad sense on the way to new disappointments

FOR INFORMATION

Annie Zaenen is Principal Resear ch Scientist at X erox
PARC, USA

Email: zaenen@parc.com

Web: www2.parc.com/istl/member s/zaenen
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Journal of Phonetics Special |ssue
Temporal Integration in the Per ception of
Speech
Edited by Sarah Hawkins and No& Nguyen

Tempord integation in gpeech perception refers to how
churks of information passed from theear to thebrain a
different imes are linked together by a listener to decode
meanings. Until recentl, this entaled the perceptud
growping of acoustic cues to i dentify phonetic segments
Haowever, in recent years gpeech perception has come to
be studied within amudh broader context and with amuch
moreinter- and multidisciplinary perspective.

Based onthe TIPS workshop hdd in Aix-en-Provence in
April 2002, this volumeis much morethan acollection of
papers Thirteen of the fifteen paers presented a the
workshop are induded (the other two being published
dsewhere), dong with no fever than fourteen commen-
tary pepers comparing and relaing the content of the
focus pepers The two papers na induded here are dis-
cussed in thecommenta'y papers

What makes this volume paticularly interegting is the
interdisciplinary nature of much of the work, with psy-
cholinguistics, psychoacoustics, neuropsychology, and
computational modelling covered in addition to themore
traditiond subject metter of the dur ndl of Phongtics. Papers
that fal outsde the core subject metter include tutoria
materid, 0 that they are comprehensible to those unfa
miliar with these other fidds

The volume is dedicated to the memory o Peter disczyk,

aponeer inthe fidd who tragicdly died before thework-
shop, & which he was due to gve an invited tak.

Contributors:

Robert R. Remez; Stephen D. Goldinger and Tamiko
Azuma; Dbhn Locd; Gerard J Docherty; Lynne C.
Nygaard; John Coleman; Sardh Hawkins, Smon King
John Laver; Sphie K. Scott; Stephen Grossberg;, M.
Gareth Gaskell; Steven Greenberg, Hamah Carvey, Lesh
Hitchcok, and Shuangyu Chang David W Gow J;
Shihab Shemmeg; Betty Tuller; Stuart Rosen; Maria Mody;
Nathdie Bedoin; Alain de Cheveigné; Brian C. J Moore;
Francoiee Macar; Matin Cooke; Anne Chrigophe, Ariel
Gout, Sharon Peperkamp and James Morgan; Robert E
Port; CaherineT. Best; Christopher T. Kélo.

FOR INFORMATION

The specia issueis available online at
www.sci encedirect.com/science/jour nal/00954470

More information can be found at the Elsevier web
site: wwwelsevier.com/locate/phonetics

The abstracts for the original workshop papers can be
found online a: www.lpl.uni v-aix.fr/~tips and are also
available in a book published by the University of
Cambridge Printing Service (ISBN: 1680-8908)
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Collaborative Interface
Agentsfrom 2D to 3D

Candace Sidner, MERL

At Mitsubishi Electric Research Labs (MERL), a andl
team of researchers has been developing interface agents
that can collaborate conversationally based on existing
compurtetiond linguistic theory[1]. Thisteam hasdevd-
oped Collagen™, a Java-basad collaborative agent mid-
dlenaretool, that has been used in more then ten dif fer-
ent domain gpplications These range from agent asds-
tance to a human user, where human decison making
dominaes the interaction, to tutoring a human student
[3], where agent decision-making dominaes.
Coallaborgors and users o Collagen incdlude USC-1 3,
Technica University of Delft, MI T MediaLab, ad Mitre
Corpor ation. The Collagen effort shares gods and con-
ceptud frameworks in common with many other dia
logue-based research efforts eg., the WITAS work of
Lemon and Peters

Middlewvaretoolsmakeit possbleto build sygems but as
with many other tools (uch as TRINDIKIT), the chal-
lenge lies in building gpplications with that tool. The
MERL group takes the gpproach of developing new
gpplications with Collagen in order to understand what
agpectsof adidogue system to grow next. Recent gppli-
caions are focused on multimodd (gpeech and touch)
mixed-initiativew eb form filling (see web site below),and
assistance to customers usng living environment prod-
ucts such as persond video recorder §4] and new genera:
tion thermostatg1].

These efforts over the pag nine years have involved
agents based in the 2D world of theinterface screen. But
recently, collaboration in the 3D world has become a
focus of thegroup. For 3D, theagent isarobot with the
ability to gesture with its arms, body and head. This
effort shares some concerns in common with work on
embod ed conversaiond agents The theoreticd chal-
lengeis to undergand the engegement process in con-
versgion and collaboration: how do collaborators use
both language and gesture to ind cate their connection
and ther atention to one another? And how do they
baancethisinteraction activity with the need to perform
actions and look &t objects relevant to their collaboration
aswell e multi-task on other dutiesand pay attention to
the changing phydcd world around them? Clamsthat
emboded 2D or 3D agents need not perform exactly as
people are vacuous because the engagement process is
critica f or peopleto know tha they are beingunderstood
(the backward-looking agpect of engagement) and
whether theyintend to continuetheir interaction (the for-
war d-l ooking agpect).

The gpproach & MERL to answering the above ques-
tionsinvolves athree-pronged atack: study of human-
human data to understand what people do in conversa-
tiond collaboration, desgn of arobot tha can produce
such behaviour and interpret behaviours from a human
colldorator, and evaluation of therobot's behavior with
humen users What is learned from thexe efforts then
alavsthe grouwp to (1) refine the modes of interaction
that therobot uses and (2) indude new interpr etation and
generdion cgpabilities in the Collagen middleware sys-
tem. Recent papers (lided below) provide detdlsof what
has been learned from human-human dda, cresting a
robot architecture, and results of gudies of people inter-
acting with therobot. More about Collagen and human
robot interaction can be found on thew eb sites below

FOR INFORMATION

Candace Sidner is Senior Research Scientist at teh
Mitsubishi Electric Research Labs

Email: sidner@merl.com

Web: www.mer .com/people/sidner/

Pr oject web sites:
www.merl.com/projects/FormsT alk/
www.merl.com/projects/collagen/
www.merl.com/projects/hosting/
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MEANING:

Developing

Multilingual Web-scale L anguage
Technologies

German Rigau, Uniersitat Politécnica de Catalunya

Progess is being mede in Naturd Language Processing
(NLP) butthereisgill alongway tov ads Natura Languege
Underganding (N LU). Animportant gep tow ads thisgoa
isthe devdopment of tedhnologies and resources tha ded
with concepts rather than words.

Even now, building large and rich knowledg e bases takes a
great ded of expensvemanud effort; this has severely ham-
pered Human Language Technologes (HLT) goplication
development. For example dozens of person-years hae
been invested into the development of wordnetsfor various
languages, but the data in these resources are still not suffi-
cientlyrich to support advanced concept-based HLT appli-
caionsdrectly. Furthermore resources produced by intro-
spedion usudly fal to regder what redly occursin texts
Applicaions will not scde up to working in the open
domain without more detailed andrich genera-pur poseand
d domain-specific linguigic knowledge. However,
progressisdifficult becauseto be all eto build the next gen-
ertion of intelligent open domain HLT gpplication sygems
we need to sdve two complemertary intermediate tasks
Word Sense Disambiguation (WD) and large-scde enrich-
ment of Lexicd Knowledge Bases Progressisthus ham-
pered by the follaving paradox:

1) In orcer to achieve accurate WSD, we need far more lin-
guistic and semantic knowledge than is availdble in current
lexicd knowledge bases (e.g, current wordnets).

2)In arder to atomdicaly enrich Lexica Knowledge Bases
we neal to acquire information from cr pora which hae
been accurately tayged with word senses

Providing innovative technology to solve this problem is
one of the main chalenges of the MEANING project
(Rigau @ d.2002).

I norder to extend the state-of-the-art in HLT, MEANING
is promating research on (1) inovative processes and tools
for autamatic acquistion of lexica knowledge from large-

é,é:? njeaning

e document collec-
tions, (2 nove tech-
niques for accuraely
Hecting the semse of
open-dass words in a
large number of la
guages, (3) ways to
enrich edsting multilin-
gud lingugic knowl-
edgeresources by ato-
maticaly  mapping BE e
information across lan-
guages

1) Deding with knowledge acquisition

The acquigtion of linguistic knowledgefrom corpora has
been avery successful lineof research. However, much of
theuse of the aquired knowledge has been hampered by
the fact thet the texts are not sense-disambiguaed, and
therefore, only certain knowledge aout words can be
acquired; that is subcategorisation, selectiond preferences
etc It isawdl-established fact that much of the linguigic
behaviour of words can be better explained with reference
toword senses

Having texts automatically sensetagged with high accura
cy will produce significantly better knowledge, induding
subcaegorisation frequencies, domain information, topic
signatures selectiond preferences secific lexico-semantic
relations thematic role assgnments, and diatheds dterna
tions Furthermore, it will dlow the investigtion of auto-
metic methods for deding with new sensesnat present in
current wordnets and dugering of word senses

2) Dealing with concepts

Word sense dsambiguation (WD) isthetask of assigning
the gppropriae meanng (serse) to a gven word in atext
or discourse Word serse ambiguity isacertra problemfor
many established HLT applications (for
example machine trandation, information
extraction, and irformetion retrievd). This
is a0 the caeefor asmdiated sub-tasks (eg.,
reference resolution and pasing). For this
resson many internationd research groups
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WSD. Leacock et d. (1998)
and Mihdcea and Mddovan
(1999) autaomatically generate
arbitrarily lage corpora for
unsupervised WD training,
usng the synonyms or defi-
nitions of word senses pro-
vided in WordNet to formu-
late search engne queries
over the Web. In aother
indegpendent research area
Yarowsky; (199%) and Blum
and Mitchell, (1998) have
shown tha it is possble to
reducethe need for supervi-
sion with the help of large
amounts of unannotated
data. Folloning these idess
MEANING is developing
knowledge-besed prototypes
for obtaining accurate exam-
plesfromtheweb for gecif-

Ttalian

wan wWeh Corpus

Basque
web Corpus

¥

wWSsD

are working on WSD, udng awide range of gpproaches
However, no large-scale broad-coverage accurate WSD sys
tem hes bem built to date With current gde-of-the-art
accuracy in the range 60-70% (Florian e d. 2002), WD is
perhgps oneof themostimportant openproblemsin NLP

A promising current line of reseach uses smarticaly
annotated corpora to train madine learning (ML) ago-
rithmsto decidewhich word sense to choosein whid con-
texts The words in these annotated corpora ae tagged
manualy with ssmentic dlasses teken from a paticular lex-
icd ssmantic resource (mog commonly WordNet). Mary
standard ML techniques have been tried, sud as Bayesian
learning, exemplar basad learning, decision ligs and recent-
ly magin-based dassfiers like boogingand support vector
machines. Thexe goproates are termed “supervised”
because they learn from previoud y sense amotaed dda
and therefore they require alargeamaunt of human inter-
vention to amotate the traning data.

However, supervised WSD sydems suffer from the
“knowledgeacqui Stion bottleneck”: it takesthem mere sec-
ondsto processthe traning materids that take morthsto
annotate marudly: Sa dthough machinelearning dassifiers
are undeniady effecti ve, they are not feasible until we can
ohtain reiable unaupervisd training data. Ng (1997) edi-
metes that the manua annotation effort necessay to huild
a broad-coverage word-sense-annotded English corpusis
aout 16 person-years; and this effort would have to be
replicated for each differert language. Unfor tunately, many
people think thet Ngs etimae might fal short, as the
annotated corpus thus produced is not guaranteed to
enable high accuragy WSD.

Smerecent work focuseson reducing the acquistion cogt
and the need for supervigon in corpusbased methods for

ic WordNet snsds as well
& large quantities of unannotated examples

But in order to make significant advances in WSD gystam
accuracy, sygems need to be able to use types of lexicd
knowledge that arenot currently availablein wide-coverage
ledca knowledge bases: for example subcategorisdion fre-
quencies for predicates (paticulaly verbg) rely on word
sengsss or Hectiord preferencesof predicatesfor classesof
arguments, amongst others

3 Dealingwith multilinguaism

In MEANING, the idosyrcratic way the meaning is
redised in a paticdar languege is captured and ported to
the reg of languages involved in the projed wsing the
EurowWordNet  architecture (Vossen 1998). In
EurowordN e locd wordnets are linked via an I nter-
Lingua-Index (IL1) dlowing the connection fromwordsin
ore language to tranddion-equivdent words inany o the
other languages In that way, technologica advancesin one
language can help the other languages connedted. For
instance, for Basque, being an agglutinative language with
very rich morphol ogicd-syntactic information, it ispossble
to extract seamantic reldionsthat woud be moredifficut to
capturein ather languages However, Baqueisnot & wide-
ly found on the web asthe others Usingthis goproachitis
posside to bdance both gaps

Although the technology to provide compatibility across
wordrets exits (Daude et d., 2003), new resear ch is being
caried out in MEANING for porting and uploeding the
various types of knowledgeacrosslanguages andnew ways
to validate the parted knowledge in thetarget languages.

The three research lines mentioned above have been
explored separately with relative success | n fact, until now




no research group in iolation hastried to combinedl these
factors We dedgned the MEANING project convinced
that only a combination of dl reevant knowledge and
resources will be ableto produce significant advancesin this
crucid research area.

MEANING is now performing an innovative bootgrap-
ping proasss (sefigure 1) to ded with theinter-dependen-
cy betwesn WD and knowledge acquidtion. This boot-
strapping process consid of three consecutives cydes, each
one induding large-sae WSD, acquisition, and porting In
each cycle highly accurate WSD systems dlow more accu-
rate acquistion of knowledge, which is placed into acom-

mon Multilingual Centrd Repository based on
Euroword\ et (that will help future WSD and aqquigion
phases).

A widerange o tedhniques are required to progressively
automaetheknowledgelifecycde —in particular, for devel-
opingatrustworthy sananticw e infrastructureand amul-
tilingud ontology framework to support advanced knowl-
edge management. T here is no doubt that these processes
will require extracting high-levd meaning from the lage
collections of content detaand their atométic representa:
tion in a common knowledge base This is the main
research god of the MEANING project.

FOR INFORMATION

German Rigau isAssociate Professor at the Universita Politécnica de Caalunya.

Emalil: rigau@lsi.upc.es Web: www.lsi.upces/~rig au/

The partners in the MEANING project are: Universitet Politecnica de Catalunya, I TC-IRST, University of the
Basque Country, University of Sussex, Reuters Limited, andirion Technologies B.V.

Pr oject web site: www.lsi.upc.es/~nlp/meaning/meaning.html
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‘Placa de Caaunyd, ‘La Rambla, ‘The Olympic
Quarter’, and thepilgims place*Montserrat’, abit out of
town.

FORINFORMATION

Petra Wagner is alecturer a thel nstitut fir
Kommunikationsforschung und Phonetik & the
Universitét Bonn

In short, the gudents enjoyed their time in beautifu
Barcelona, the city, the courses, theintercoursewith their
fellov gudentsand lecturers It iscommonly agreed that
it was a good and fruitful experience Besides, dl partici -
pants share the hope for a continuation of the summer
schooal tradition, thus providing other studentswith sim-
ilar opportunities in the future, and would like to thank
the organisersfor dl ther careand help bef ore and dur-
ing the organisation of the school.

Email: wegner@ikp.uni-bonn.de

Web: wwwikp.uni-bonn.de/~pwa/

contd fromp. 10
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Workshop report

TheEMLS Summer School 2003
In Bar celona

compiled by Petra Wagner based on reports by Jayme Blans, Gina Koobs,
and Khiet Truong (all Utrecht), and Corinna Kann and Eva Lasarcyk (both Bonn)

Thisyear's Summer Shool of the European Masters in
Language and Speech took place from dly 711 a UPC
Barcelona. It wasthe fourth of its kind, and once again
it was a success with both students and lecturers. The
summer school has become increasingly popular in
recent years I1n July 2008, it attracted more than 60 par-
ticipants from al over Europeto the beautiful Catalan
capitd for a week dedicated to goeech processng and
computationd linguigics A wide rangeof tutorias cov-
ering alot of diff erent topics gudent presentations and
posters were awaiting the participants and provided a
full one week programme.

The following text presents the impressons of severa
students from the N etherlands and Germany who hope-
fully arerepresentativefor themgjority of participants.

The academic programme of theschool included twelve
tutorials, rangng from speech processing issues like
speech synthess and didogue systems to “knowledge
representation” issues like naturd languege processing
with PROL OG or building ssmantic networks Most of
the student presentetions concentrated on ongoing or
recently finished M.A. projects The sudents presented
their work ether as a30-minute tak or with the help of
prepared poders

The students especialy enjoyed the hands-on appr oach-
es in many courses duch as Building Corpora and
Limited Domain Synthesis Exercise, snce these helped
to get abetter understanding of dl the necessary seps
involved building working applicaions or databases. For
prospective students of upcoming summer schools it
should be noted that the cour sss areintroductionsto the
work of the lecturersrather than asubstitute for aone-
semeder course hed a university. Given an average of
seven hours duration, a summer school course cannot
provide onewith a detalled introduction aswell as devel-
oping time for afull project. Consequently, the partici-
pants were not expected to devdlop complex code and
dgorithms by themsdves but rather copy-paste and
modify existing ones. In genera, lesstime was spent on
explaining details of the programming code but rather
on the generd procedure of the individua approach or
goplication. The coursesthus provide the students with
abasis on which they develop their own individua gppli-
caions.

While it wes sometimes hard to gather information
about coursecontentsin advanceof thesummer school,

mog quegions were answered via emal immediately.
Once people had arrived in Barcelona, the organisation-
a apectsand interchange of information went smooth-
ly. Theaccommodeation wes plessant for severd reasons.
it was located in a nicey equipped Youth Hostd in the
centre of Barcelona. Staying in the youth hogd gave
every participant a chance to meet sme of the other
European studentsand learn more aébout their ongoing
projects, and besides it was dose to the beach which
turned out to be the students’ favourite goot! At anytime
of theday (or night) it proved to bean excdlent point to
meat other EML S qudents in an informa amosphere
and provided thebest environment to rd axfrom thelec-
tures Unlikethat of the gudents the lecturers accom:
modation was cloe to theuniversity campus ouside the
city centre. T he students on the whole gppreciated the
fect that it was not theother way round.

Besides doing agood job of preparing the academic pro-
gramme of the summer school, the loca organisersaso
surprised the participants with a pleasant excursion to
Parc Gudl, which was generaly enjoyed. One got the
chance to socidise with other participants and lecturers
of exchangng idess, and Smply absorbing the higorica
and architecturd agpects of the park. Furthermore, the
welcoming reception a the impressi ve Barcdlona Town
Hal was an amazing experience making every partici -
pant fed honoured to have been treated in such a spec-
tecular and friendly fashion.

D egite the day-filling EMLS programme, enough time
was left for individud exploration of the town with its
intereging and famous atractions and its very own ‘flair'.
The mog hichly frequented place was probably the
church ‘Sagada Familia by Gaudi, which is still in the
process of beng built. Other places of interest were
contdonp. 9
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Natural Language Components
for Smart Applications

Atro Voutilainen, Connexor

Informed decision-me&king in corporaions and
other environments needs access to relevant knowl-
edge primarily coded as natural language text.
Potentially relevant text is accessible in large and
growing volume over the Web. Text volumeand vari-
ety is too large for casud reading, so help is needed
to find the relevant information and serve it to the
consumer in an gppropriate form and language. A
software indugry, Knowledge Management, has
emerged to meet thisknowledge need.

Because knowledge is largely coded as free-form
text,a KM gpplication should beable to find and use
the information thus ‘hidden’ in text, i.e, analyse,
and to some extent understand, naurd language.
D espite the haf-century resear ch traditionin natural
language processing, automating language anaysis
and understanding are still regarded as very hard
challenges Thereis ademand for NLP expertisein
the KM industry, though maybe not yet as high as
one versed in language technology might consider
reasonable.

Connexor wes started (origndly under the name
“Conexor') in 1997 by three former members of the
University of Helsinki's NLP group — Pas
Tapanainen, Timo Frvinen and Atro Voutilanen —
after nearly two decades of successful academic
resear ch into linguistically oriented natural language
processng (including finite state morphology, tag-
ging based on linguistic constraints, functional
dependency syntax) at the University of Helsinki
and other research centres During its first years
Connexor manly developed products for the end-
user maket (eg., a gramma/style checker for
English known as TrueStyler; a terminology man-
agement and content navigation program cdled
NaviTerm). After the turn of the century, Connexor
chose to focus on developing and licensing its lan-
guage andyss technology as embeddeble compo-
nents to agpplication developers. Connexor's
‘Machinese’ products enrich natura language texts
(currently with support for ten languages: English,

connexor

natural knowlcdgce

French, Spanish, German, Dutch, Italian, Finnish,
Swedish, Norwegian, Danish) with an interpretative
layer served as a programmer’s interface (API) to
goplication developers working with various plat-
forms (eg, Windows Linux, Unix) and technolo-
gies. Usngthe Machinese API, gpplication develop-
ers can access and use relevant information ‘ decod-
ed’ by Machinesg without gettingtooinvolved in the
complexities of natural language and linguistic
analysis

Connexor’s language processing technology is cur-
rently used in some 150 software houses and R&D
labs worldwide, both academic (eg., Massachusetts
Institute of Technology, Harvard University, New
York University, University of Tokyo) and commer-
cial, mainlyfor the folloving application areas (some
commercid organisations tha we are permitted to
mention by name are shown in parentheses):

» knowledge management (ClearForest, Fast
Search and Transf er, Basis Technology, General
Electric R&D, Corpora plc, Microsoft);

« machine translation (Mimos Berhad, Kielikone,
Langsoft, Master’s Innovétions);

« educaion (Bookette VanLindon Training
Methods Kone Elevators);

« speech (Toshiba Corporation).

Desiogn of language models is knowledge-based and
linguistically oriented rather than stochastic
Linguistic insights are refined and empiricdly vali-
dated against extensive corpus daa. The linguigic
goproach developed by Connexor’s founders and
ther colleagues has shown its success in accurate
and informative language andysis as can be sen in
ther many publicdions in leading language eng-
neering forums (e.g, conference series organised by
ACL and ICCL).

Let usnow look more dosely a theMachinese prod-
ucts. The architecture and compilers of Connexor’s
products are based on Connexor’s finite state ca cu-
lusand language-generic design. Adding support to
anew language bad cdly means building appropriate
language modds (extensive morphosyntectic lexi-
cons and grammars) for the language.
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1 I I subj>2
2 remember remember

3 having have v-ch>4
4 seen see obj>2
5 her she obj>4
6 somewhere somewhere loc>4
7 before before tmp>4
8 .

main>0 @+FMAINV %VA YV PRES

@SUBJ %NH PRON PERS NOM SG1

@-FAUXV %AUX ING
@-FMAINV %VA EN

@OBJ %NH PRON PERS ACC SG3
@ADVL %EH ADV

@ADVL %EH ADV

Figur e 1: Machinese Syntax analysis of “| remember having seen her somewhere before.”

Machinese Phrase Tagger

Machinese Phrase Tagger is afast light parser that
enriches text with base forms and tags for part of
speech, morphology, and basic meaningful entities
(eg, modifier-head sequences), i.e, it produces word
dass and shdlow gyntactic tags. The sentence “ They
look at thedifferent labour market models of Europe
and the US’ givesthe following output when analyzed
with Machinese Phrase Tagger:

They they @NH PRON

look look @MAIN V IND PRES
a a @PREMARK PREP
the the @PREMOD DET
different different @PREMOD A
labour | abour @PREMOD N
market market @PREMOD N
models model @NH N PL

of of @POSTMOD PREP
Europe Europe  @NH N Prop

and and @cCcC CC

the the @PREMOD DET
us us @NH N Prop

On the basis of this kind of simple markup, severd
usef ul tasks can be accomplished. For instance, terms
and other content-rich expressions can be extracted
by matching words and word sequences with appro-
priate word class and syntactic tags (eg adjectives or
nouns as premodifier, folloved by noun as nomind
head). Basic phrases can dso hdp to predict intona
tion, so Machinese Phrase Taggersareused in text-to-
speech synthesis products

Machinese Syntax

Machinese Syntax is a full syntactic parser tha pro-
duces both mor phological information for word-form
tokensand functiond dependenciesrepresenting rela
tiond information in sentences. For instance,
Machinese Syntax shows smple and complex entities
in sentences, and it describes reldions between these
entities:

* objects and ontological facts (names organisdions
and places)

e attions (‘who did what to whom’), and
e drcumstances (where, when, why, how ...)

This makes Machinese S/ntax a naurd choice for
knowledge-intensive applicaions.

Machinese Syntax output containsfive fidds

e word podtion

e word-form

* base-form (ak.a. lemma)

« functiond dependency

« functional tag, surface-syntactic tag, and mor-
phologcd tags

Consider the andyss of the sentence “I remember
having seen her somewhere before” below. T he fifth
word in the sentence, “her”, has the base form “ she’.
It is andysed as a direct object (obj), dependent of
word number 4. The functiond dependency type is
shown by the functiond tag @OBJ folloved by the
surface-syntactic label %NH indicatingthat the word
is the head of the phrase. Morphological labés fur-
ther specify that the word is the singular third-person
form of apersonal pronoun in the accusative case

The explicit rel@aional information is represented in
the fourth fidd by functiond dependencies.
Functional dependencies consig of the function type
labd and anumerica index pointingtoitshead. In the
sentence above, the main element of the sentence is
the word numbered 2, which isexpressed bythe value
0of the numericd index. The man element, “remem-
ber”, has two direct dependents the words “1” and
“seen”. The word “sen” is labdled as an object
becauseit is the head of aparticipid dause acting as
object of “remember”, acomplex form containing an
auxiliary predicae “having” that is andysed as averb
chain dement (v-ch) dependent on the man predi-
cate. In addition, the verb “seen” has three direct
dependents: the object “her”, the adverbid “some-
where” expressing locaion, and the adverbial
“before” expresing temporal relation. In this case
the semantic distinction between alocaive and atem-
pord adverbid is expressed at the levd of functional
dependencies

-
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position: 3
word: "was_given"
lemma: "give”
person: third
car verb
rammatical; | YOITB! - passive
g mood:  indicative
SEMantics: form: past-simple
number; singular
sentential: npe:  declarative
function: statement
position: 1
word: "Boak"
lemma: "book"™
object [e]
cat; noun
semantics: grammaticall | pumber; singular
case: nominative
position:
word: “lahn"
. W
main: [5) lemma: J_uhn
synita cat noun
aramrmatical: number: singular
case; nominative
semantics:
indirect-objec . proper: T
lexical: animate: T
class: male
position: 4
linear: syntac: pre-marker: word: Jo”
' ' lemma: “to"
semantics: grammatical: cat; preposition
position: 2
lernma: "be®
_ person:  third
linear: syntax: verb-chain: [wa] grammatical: | cat - werb
semantics: number: singular
sentential: tpe:  dedarative
function: staternent

Figure 2: Machinese Semantics analysis of “A book was given to John”

M achinese Semantics parser produces three atributes whose vdue is a
string. ‘“Word' is the running text token. ‘Lemma’ is

Machinese Semantics is a semantic anayser that pro- | the baseform of the nudeus. ‘Head' is printed only

vides semantic role recognition as wel as grammdi-
cal, lexical, and sntentid semantic features These
indude, for example:

* recognition of multi-word forms as one entity
(eg.,would_hare been_informed)

» harmonisation of the syntactic g ructures

* name recognition and classification (person, loca-
tion, organisaion)

» semantic feature recognition (human, animate,
tool, durative, etc.)

Itindudesfeaturesthat make it especidly suitable for
use as a sour ce language andy<ser in machine transla-
tion or in information extraction.

Machinese Semantics produces output as (posshly
recursive) dtribute-vaue pairs. Caegories are values
of the corresponding atribute. Each node in the
analysis is a singe word or a multi-word unit. The

in those multi-word units where it is different from
the lemma. After that follow the syntax, semantics
and linear matrices.

T he Machinese Semantics andysis of the sample sen-
tence “A book was given to John.” isshown in Figure
2 as agrgphicd feature structure presentdion.

Machinese Metadata
Machines Metadataisatool for:

e Information retrieva: automaic indexing

e Summarization of theinformation content: auto-
matic keyword and name recognition

e Classificaion of the documents automatic key-
word and name recognition

e Terminological work: automatic technicd term
extraction
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Machinese Metadata describes content usng singe-
word and multi-word keywords and names It
extracts keywords and names automatically from
information ources and indicates what the sources
are about. Keywords and names summarise the
essentid infor mation in a document.

The recognition of keywords, proper names and
technicd term candidates isbased on automatic con-
tent analysis tha includes part-of-speech tagging,
lexicd and syntactic andysis, and analysis of the
position and distribution of words The content
analysis produces an egimation of essentid infor-
mation in a document and the term-likelihood of the
term candidates

Machinese Metadata technologyisused for automat-
ic news andysis indexing, and summary generation.

Current developments

An ongoing effort & Connexor isthecompil aion of
extensive name resources for use in contextual

recognition and dassification of names and other
information-rich entities A part of this eff ort dready
showsin the current verson of the Machinese Phrase
Tagoer. A Machinese
product for identify- L
ing and classifying
names and other
entities  for  all
Machinese languages
will be released dur-
ing thisyear.

Atro \butilainen

FOR INFORMATION
Atro Voutilainen is CEO of Connexor

Email: atro.voutilainen@connexor.com
Web: www.connexor.com

Careys Manor
Brockenhurst
New Forest
UK

14-16 July 2004

the Association for Computational Linguistics (ACL).

inlg04@itri.brighton.ac.uk

INLG isthe leading international conference on research into natural language generation.

INL GO4 will take place in the beautiful New Forest in the south of England. In kegping
with the tradition established by past INLG conferences Careys Manor is a secluded self-
contained venue with outstanding food, rooms, conference and fitness facilities

Submissions are invited for the main and student sessions (deadline Mar 12) and the poster

session (deadline May 14) of the conference on any aspect of natural language generation.
Full details of the calls and submission details can be found on the conference website

INLGO4 is organised by ITRI, University of Brighton on behaf of SIGGEN, the specia interest group on generation of

www.itri.brighton.ac.uk/inlg04
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Calendar

Futur e Events

Feb 15-21

Mar 6-9

Mar 10-12

Mar 22-24

Apr 13

Apr 19-22

Apr 26-27

Fourth Inter national Conference on Intelligent Text Processing and Computational Linguistics
(CICLing-2004): Seoul, Korea
Email: gelbukh@CICLingorg URL: www/CICLingorg/2004

Sixth Teaching and Language Corpora Conference (TaLC 2004): Granada, Spain
Emall: talc6@ugr.es URL: www.ugr.es/local/talc6

Sevath Inernationdl Corfererte onthe Setidicd Arnalygsof Textudl Datat Louvain-la-Neuve, Belgium
Email: fairon@tedm.ud.ac.be URL: www.jadt.org

First International Joint Conference on Natural Language Pr ocessing (IJCNLP-04): Hainan Island, China
Email: ijenlpO4.enquiry@cityu.edu.hk URL: www.cipscorg.cn/| JCNLP-04

First International Workshop on Natural Language Understanding and Cognitive Science (NL UCS-2004):
Porto, Portuga
Email: workshops@iceisorg URL: www.iceisorg

TALNO4 (Traitement Automatique du Langage Natur el): Fez, Morocco
Email: taln2004@Ipl.univ-aix.fr URL: www.Ipl.univ-aix.fr/jep-taln04

European Association for Machine Trandation Workshop: Malta
Email: mikerosner@um.edu.mt URL: www.eamt.org

Submission deadlines

Feb 22

Mar 8

Mar 12

Mar 12

Mar 15

ESS LI-2004 Sduent Session: Nancy, France Aug 9-20,
Email: paulege@magic.fr, URL: esdlli2004.loriafr

ACLO04 Student research Workshop: Barcelona, Spain, ul 21-26,
Email: ad04-student@list.csbrown.edu, URL:www.ad04.org

Third International Conference on Natural Language Generation (INLG04): New Forest, UK,
Jul 14-16, Email: inlg04@itri.brighton.ac.uk, URL: www.itri.brighton.ac.uk/inlg04

CATALOG 04 (Eighth Workshop on the Semantics and Pragmatics of Dial ague), Barcelona, Spain,
Jun 19-21, Email: cata og04@upf.edu, URL:wwwupf.edu/catalog

Ninth International workshop on Speech and the Computer (SPECOM'’ 2004): St Petersburg, Russia,
Sep 20-22, Email:specom@mail.iias.spb.su, URL: www.spiirasnw.ru/speech

Thisisonly a selection — see www.elsnet.or g/cgi-bin/elsnet/events.pl for details of more events and

deadlines.pl for mor e deadlines.

If you would like to writeareview of any of these (or other language/speech related events you attend),

please contact the ELSNews editor.
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What isELSNET?

ELSNET is the European Network in Human Languege
Tedhnologies. ELSNET is sponsored by the Human
Language Technologes programme of the European
Commisson; its main dojedive is to foger the human lan+
guage technologieson abraed front, cregingaplatformwhich
bridgesthegap bewemn the retura languageand speech conmt
munities and the ggp between academiaand indugtry.

ELS\ ET operatesin an internaiond context acrossdisdpline
boundaries and deds with dl agpeds of human communica
tion reseach which have a lirk with language and gech.
Members include public and private reseach ingitutions and
commercid mmpanies involved in language and gpeech tech
nology.

ELSNET amsto enmurage ad support frutful collebora
tion between Europe's key playersin resear éh, development,
integration, and deployment across thefidd of languageand
speath technology and neéghbouring aeas

ELSN ET seskstodevelop an environrmert which alowsopti-
ma exploitation of the avalable human and intdlectud
resources in order to alvance the fidd. To this end, the
Network has established an infradtr ucture for the shering of
knowledge resources problems, and sdutions acoss thelan
guae and eech communities and serving bath academia

and indugry It has developed vaious gructures(committees
Feid interes goups), events (summe schools workshops),
and srvices (webste, emdll ligs ELSNews, information dis
samination, knowledge brokeragg).

Electronic Malling List

eaet-lig is ELSNE T s dedronic mailing lig. Email sent to
daet-lig@letuu.nl is received by dl member site contact
persons, aswell as other interesed parties. Thismailinglig
may be used to announce ativities post job openings or
discuss issues which are relevart to ELSNET.  To request
additions/deletions/changes of address in the mailing lig,
please send mall to dnet@letuu.n

Subscriptions

Subscriptions to ELSNewsare currently free of charge
To subscribe visit http://www.elsnet.org and follov
the links to ELSNews and “subscription”.

FOR INFORMATION
ELSNET
Utredt I mstitute of Linguigics OTS, Utrecht University,
Trans 10, 3512 JK, Utrecht, The Netherlands
Tel: +31 30253 609
Fax: +31 30253 6000
Email: elsnet@elsnet.org
Web: http://www.elsnet.org
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